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Preface

The Space Programs Summary is a six volume, bimonthly publication designed to
report on JPL space exploration programs, and related supporting research and
advanced development projects. The subtitles of all volumes of the Space Programs
Summary are:

Yol. I. The Lunar Program {Confidential)
Vol. Il.  The Planetary—Interplanetary Program (Confidential)
Yol. lll.  The Deep Space Instrumentation Facility (Unclassified) 7

Vol. IV.  Supporting Research and Advanced Development {Unclassified)
Vol. V. Supporting Research and Advanced Development {Confidential)
Yol. VI. Space Exploration Programs and Space Sciences (Unclassified) N
The Spoce Programs Summary, Volume VI consists of: an unclassified digest of
appropriate material from Volumes |, Il, and Hi; original presentation of the JPL Space

Flight Operations Facility development progress; and a reprint of the space science
instrumentation studies of Volumes | and 1l.

(427748

W. H. Pickering, Director
Jet Propulsion Laboratory
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SYSTEMS DIVISION

|. Systems Analysis

A. The Equations of Motion
for the Plane Restricted
Three-Body Problem

R. Broucke

1. Infroduction

The first approximation which is generally used for the
study of trajectories in the Earth-Moon system is the two-
body problem. The Earth is used as the central body and
the Moon is simply neglected in one part of the trajectory,
while in another part of the trajectory the Moon becomes
the central body and the Earth influence is neglected. But
there is a much better mathematical model for the study
of the flight mechanics in the Earth-Moon system, con-
sisting of the restricted three-body problem with the Earth
and Moon as main masses, and the satellite as a third
body. We have now undertaken at JPL a systematic study
of the restricted three-body problem, starting with the
planar circular case. And, since the first step in such a
study is the establishment of the equations of motion, we
summarize here a dozen forms for these equations, using
different coordinate systems. Since the circular restricted

three-body problem is a conservative problem, we gen-
erally use the Lagrangian and Hamiltonian formalism in
order to perform the transformations. The equations of
motion are then derived directly from the Lagrangian or
the Hamiltonian. For this reason we do not always give
them explicitly. Our most important goal in deriving
different forms of equations of motion is to arrive at
equations which do not present the singularities r, = 0 or
r; = 0, that is, which do not have vanishing denomina-
tors when one of the distances, Earth-satellite r,, or
Moon-satellite 7., tends to zero. The last forms of equa-
tions we give in this summary all satisfy this condition.
This question of removing the singularities is the so-called
regularization.

2. The Restricted Three-Body Problem with Inertial
and Synodic Coordinates

We give here the definition of the plane circular re-
stricted three-body problem and the corresponding funda-
mental equations, using rectangular coordinate systems
with a fixed orientation, or rotating about the center of
mass.
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The circular restricted three-body problem studies the
motion of a satellite in the gravitation field of two masses
which are rotating in their Keplerian motion around the
common barycenter. We shall suppose here that the satel-
lite’s path is always in the plane of the motion of the two
main masses. We are essentially interested in the mass
ratio m,/m, = 81.30, which is the approximate value of
the Earth-Moon mass ratio. On the other hand, we take
the total mass m, + m, as the mass unit and then we can
set m, =1 —p and m, =y, with u = 1/82.30. We also
take the constant length |m,m.| as the unit of length.
In this way, the circles described by m, and m, around
the center of mass have the respective radii [Om,|= u
and |Om,| =1 — p. The unit of time has been chosen
in such a way that the mean angular velocity n for m,
and m. about the center of mass is +1. With this choice
of units Kepler’s third law shows us that the gravitation
constant is +1:

n? |lmm,|?® = G (m, + m,).

We can refer the problem to a fixed rectangular coordi-
nate system with the origin at the center of mass. Let (¢, 5)
be the coordinates of the satellite m; in this coordinate
system. We can always take the coordinate system in such
a way that at the instant £ = 0, m, and m, are on the O¢-
axis, at the abscissa — p and 1 —u. At any time, the co-
ordinates of the satellite are then

£ = (1 — p)cost,
7. = (I — p)sint.

£ = —pcost,

71 = —ausint,

The distances r, and 7, between the satellite m, and
the two main masses m, and m, are given by

n=F¢—-&7+m—m)5
e

The differential equations for the satellite’s motion are
then

dz‘f _ £ & §— &
dtz == (1 - P~) r:; - M T',: 4
d""q

4N m
- (1 Au‘) r:; “ 1"; .

dt*

We now introduce a coordinate system which is rotat-
ing about the center of mass with the uniform angular
velocity +1. Let (x, y) be the coordinates of the satellite
m; in this new rotating frame. We can always convert

from the fixed coordinate system to the rotating coordinate
system by

£ =xcost — ysint,

n = xsint + ycost.

The coordinates for m, and m, in this new system are

X, = I y1:0:

Xz = 1- s
The distances r, and r. are given by the expressions

ri=(x — x,)* + ¢,

r=(x—x.)*+ ¢ i

and the new differential equations for the motion are

dx _dy _ X —x xX— X
—(_i—t;_zdt— = @=w T T
L SRR A
7 A Sl

The equations of motion in the fixed coordinate system
(&) can also be derived from the Lagrangian
I

1— ;
____+j»' ;
r T :

By defining the canonical moments (pg, py) associated
with coordinates (£, 3) by pg¢ = ¢, py = 7/, we can derive
the Hamiltonian

1
L=§4p+¢ﬂ+(

1 1—p  w\ 1
H=g i+ o) — (5 + ) = i+ ) + V.

In the rotating coordinate system (x, y), the Lagrangian
takes the form

1 1
L =—(x"*+y") +?(x"’+y2) ] )

"

s ]
- :

2

1_
+ (xy" — yx') + " £



L

With this Lagrangian are associated the canonical
moments

— 8L ’
P2 =7 =Y
sL ,
p!l S—y’- = y + x,

and the Hamiltonian

1, _ 10 ®
H—z(pz+p§)+(ym xpy) (,1 +T2>'

In this rotating frame the system of canonical equations
takes the form

dac _ dp. _ 8V
dt P Y% Tgp TP T Ty
dy dp, sV
a PR e T TP Ty

We can notice now that the Lagrangian and Hamiltonian
in the rotating coordinate system are much more con-
venient for the calculations than these in the fixed coordi-
nate system, for the reason that in the synodical frame
the time f is not explicitly present in both functions. In
the sidereal frame, both functions contain the time ¢ in
the distances r, and r,, through the variable coordinates
of m, and m,.

In the preceding coordinate systems we always took
the center of mass at the origin, but we shall use in the
following developments two other rotating frames which
are derived from the rotating barycentric system by a
simple x translation. In one system (X,Y) the origin is at
the largest mass m, and we shall call this system geo-
centric. In the other system, the median system, the origin
is in the middle of both masses.

We define the median rotating coordinate system by
the equations

1

x =X+ x, y=1Y, =5 T

JPL. SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

where %, is the distance between the center of mass and
the middle of both masses m, and m,. We can then
obtain the Lagrangian and the Hamiltonian,

1
L= (X +Y?) + (XY~ YX) 4 % (X2 +Y?)

1 T2

1_
+xux+<—'r_&+_p—),

1
3

_ (_1;& n L) ~ XX
£} P

We can also define the geocentric rotating coordinate
system (X,Y) by the simple translation

H =+ (p% + p}) + (px¥ — pyX)

r=X—p, y=1Y,

and the Hamiltonian becomes

1 —
H= (P§+p%)+(mY—p,.x)—( ”+“#‘)+;LX.

T T2

[N

3. The Equations of Motion with Rotating
Geocentric Polar Coordinates

We shall start this paragraph from the geocentric
synodic coordinates (X,Y), and introduce a new set of
coordinates by

X =rcos¢, Y =rsin¢.

The principal reason for interest in the geocentric
polar coordinates is that they prepare a regulariza-
tion of the geocentric singularity r, = 0. This regular-
ization is performed by taking new polar coordinates
(R,«) and then new Cartesian coordinates (¢, 7), by

r = R2,
¢ = 2a,
£=Rcosa,
n = Rsine,

but the new (£, 4) coordinates are not different from the
parabolic coordinates, and we shall discuss them later.
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It is possible to find the Hamiltonian in (r, ¢) directly
from the Hamiltonian in (X,Y) by a canonical extension.
We can take the generating function

W{(r,¢,px,py) =rcCOS$ppx + rsing py

and we define the moments by

oW .
pr=—- = cos ¢ px + sin ¢ py,
oW .
Ps =E = —rsin¢ px + rcos ¢ py.

The inverse transformation can be obtained by

1 .
px=—(rcos$p, — sing py),

1
Py = 7 (1’ sin ¢> P + cos ¢ p¢)’

as far as r=£0.

We have then the Hamiltonian in the simple form

1
H:T(pi-{-%?') —pp +pcosg +V,

and the corresponding canonical equations of motion are

dr _ dp. _pé _ 3V

dr P dt — o

dé¢ _ pe dpy @V .

P 7alai 1, 7S + psin ¢.

4. The Equations of Motion with Biradial
Coordinates

It is here our intention to give the equations of motion
expressed with the variables (r,, r.). The variables (r,, r,)
are related to the median synodical coordinates (X, Y) by

1 2
r§:(X+?) + Y2, 2X = (r: — rd),

r§=(X——;-) +Y:,  4Yr =25 —4X2 -1,

where

S=rt+4+1

We have then

X =nr— T.15,
VY’ = (1 — 2X) it} + (1 + 2X) ot

and we can express the whole Lagrangian in (r, r,, 15, 3).
We find the result

A
L= (r® + ) + Brirs + ¢:i7} + ¢uri

+%(2S—1)+xOX——V,

where the four following auxiliary functions have been
introduced:

_rind N
A= Yz B= 2Y2

(1-8),
_ 2X — (28
$ =7 [2X — (25 — D],

1
$: =7 [2X + (25 — D] .,

The canonical moments (p,, p.) associated with the vari-
ables (r;,r.) are then defined by the equations

SL
p1=—8—g:A7’x+BrZ+¢x,
8L
P = 57 = Br| + A1, + ¢,,

and if the determinant A? — B? = A is not zero, we can
solve for 7| and 7}:

B
ri= (p1 - ¢1) - 7(7’2 - ¢2)?

B
n= ——X(pl_¢1)+(p2—¢2)‘

After a few simplifications we can then find the corre-
sponding Hamiltonian: B

1 1—172—12
g— 2 2y — ——
H =—(pi+pd) T
Y
+T('£l'—£i> +V+x0X.
2\ r, 1,



The interest of the biradial coordinates is that they
can be taken as a starting point for several new regu-
larizing coordinate systems. For instance, the coordinate
system (a, 8) defined by the equations

1, = oa® + cos? B, 7, = o + sin? B
removes simultaneously both singularities r, = 0, r, =0,
of the restricted three-body problem. But the («, 8) coordi-

nates are related to coordinates which are described
below.

5. The Equations of Motion with Elliptical
Coordinates

The elliptical coordinates (r,s) can be defined from
the biradial coordinates (ry,r.) by very simple formulas:

r=r,+r,
§=1 T,
1
rn=—(r+ys),
1
r2=?(r—s).

They are related to the median synodical rectangular
coordinates by

2X = rs,
4Y? = (1 — s*) (r* — 1).

We have then
X’——1 s + rs’
= (r's + rs"),

YY = % [rr (1 — s?) — 55 (12 — 1)],

and the Lagrangian becomes

1 7’2 s’
L—F(rz—s)[rz—l + 1—32]

+i _1——32% L 1'2—1 % ’
g\r—1) " \01-%) "7
— x5

1
+ —é—(r2 + s + dx,rs) + 2 rr

2_S2 '
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The canonical moments (p,, p;) are defined by

__Lr’—sz,_*_ _ 17—y
PEg o1 e BT

— 5 S’ +¢8»

where
— S (Lo SN L (it 2
= \r-1) T I\1-5)
and the preceding equations can be solved for 7', s":

r2—1 1—s?

r=4p, ¢ amms F=AP T d) T

We can then calculate the Hamiltonian, which becomes,
after a few simplifications,

1
H=——7 Q20— 1)p +2(1—57)pi — 2(r — 2x)

— (st = )+ [(L= ) = D]4 (s — p2).

The actual form of this Hamiltonian suggests that we
can still write it in a more simple form by using the factor
1/(r* — s*). As we have a Hamiltonian which does not
contain explicitly the time ¢, we have the energy equation

1 ’
H=———H=h,

where h is a constant. We can thus define a new Hamil-
tonian

H=H - (r* — s?) h,
and we have then a new energy equation
H=0,

but this change of Hamiltonian corresponds also to a
change of the independent variable ¢ in » by

dt = (r* — s%)dr.
The complete new Hamiltonian can now be written:
H=2(rr—1)p:+2(1 — s*) p?
— 2(r — 2x,8) — % (r* — s2) (x,rs + 2h)

+ (1 =87 (7 — D] (rp. — spy).
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The corresponding canonical equations of motion are
now:

g{ =4 —1Dp,—s[(1 — ) — 1)]*%,
g&'; = 4(1 - 32)113 +r [(1 — 32) (1-2 _ 1)]%,
dp, .
o= —4rp: + 2 + r(xrs + 2h)+3(,2 —§?)s
_r(l—sz)(rp,—spr)_ B L
[(1—s%)(r2—1)]% [(1—=s) (2 — D]*%p,,
% = +4sp? — 4x, — s (xors + 2h) + %(rz —)r

s(r* — 1) (rp, — sp,)
[ —s)(r—1)]%

+ [(1 =) (r* ~ 1)]%p,.

Finally the elliptic coordinates (r, s) are related to Thiele’s
regularizing coordinates (E, F) by setting

r=coshF, s=cosE,

but we shall describe these coordinates at the end of
this text.

6. The Equations of Motion with the Regularizing
Parabolic Coordinates (Ref. 1)

We can introduce the parabolic coordinates (£, 5) from
the barycentric synodic coordinates (x,y) by the equa-
tions

x=A+(8—n), y=2&,

where the constant A takes the value —, if we want to
study the geocentric vicinity, and the value 1 — g, if we
want to study the selenocentric vicinity. When A = —gp,
the parabolic coordinates remove the singularity r, =0,
while for the other value, they remove the singularity
r,=0.

The equations of motion are then, in the Lagrangian
form, for instance,

. A
g—Bqusg{%Sﬂ +A(S+D)+5

S—2D+B
3

A —2BD F

VOL. IV

. . 3 Az
n+85£=8q{552—A(S—D)+—2—

+E,—A

(—S — 2D + B)
[(S*— 2BD + 1)3]%}’

where E, is the initial energy constant, and where B takes

the value +1 in the geocentric case and —1 in the seleno-

centric case. We have introduced here the functions
S=§2+172, D=§2'—'172.

The dot represents a derivative with respect to a new

“regularizing time” s, related to the physical time t by
the quadrature

dt = 48 ds.

7. The Reg;’drized Equations of Motion with the
Generalized Birkhoff Transformation

The most convenient way to introduce Birkhoff's gen-
eralized coordinates (£, ) is to start from the median
synodic coordinates (X,Y) and to use complex variables

defined by

Z=X+iY, (=£+in
Then the coordinate transformation is represented by a

conformal mapping between the two complex planes
Z and ¢,

Z=Z(0).

The Hamiltonian of the restricted three-body problem
with the new variables (¢,%) and their corresponding
canonical moments (pg, py) takes the general form

dzZ

H:‘d—é

21
[ 5008+ 93) = (e + Aoy
. |42
d¢

2~
V(¢ 71)] ,
where
IV KR

lo _. .
A,,—+E'az(x‘+Y),

V=V-—xX,

where X2 + ¥? is a function of (¢, ).

Lo

e

e



If we introduce now a new independent variable s,
related with the time variable ¢ by the relation

a

dz

dt = &

ds,

we obtain a new Hamiltonian
— 1
H =3 (pt + pj) — (Agpe + Aypn)
dz |2z ~
+ %] Ten-n

where h is the energy constant corresponding to the
energy integral H = h.

The Lagrangian equations of motion may then be
written with the new variables ¢, », 5, in the form

22'__22 ..+2d_z‘-'-__i
73 I A A FJ B
= |dz|* ~ dz|*
V= X[ [V(&n) —h] = a (V—xX — h).

We also make here the convention that a prime always
indicates a derivative with respect to the physical time ¢,
while a dot indicates a derivative with respect to the new
regularized time s.

In the generalized Birkhoff transformation the con-
formal mapping which is used is

1/ 1
ZZZ(C +E)

We suppose here that the parameter n is an integer
number, different from zero, although this parameter
could be real. We have here a mapping which has two
critical points, Z = =%, corresponding with the two
singularities of the three-body problem. These two criti-
cal points are at the same time branch points.

We can also write the transformation in a real form

1 1
=I5 (" —1)Y,,

X T

S*+1X, Y

where

Sn = (X]a + Yi') — (62 + 172);; — |§l2n’
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and where X, and Y, are both homogeneous polynomials
of degree n in £ and 5. They may be expressed in terms
of the binomial coefficients C? ,

X, = & — Clp'fr* + Chn'e =t — Cinr o + - - -,
Y, =Copfr ' — CLpPn? + Copfno — - -
For instance, when n = 1, we have
Xi=4& Yi=ny,
and when n = 2,
X,=8— Y, = 26

We can now write ry,r;, as functions of ¢, 4,

r= Hsl'ﬁ (s + 1) — 2X,],
"= I;(Tl)i [(S" + 1) + 2X.],

and the Jacobian of the transformation can be written in
the form

dz
dg

Ponrn? n?
S 168n+1

]= [(S" + 1) — 4X3].

With the above results we can now write the Hamiltonian
of the restricted three-body problem in terms of the new
variables (£, 5). We have the Hamiltonian and the energy
equation

1 s . ) S
H = 01+ 98) — 35 (Aepe + Aup)

—[(1 = p)ry + pr,] — onrlrz} = h.
By the introduction of the new time variable s,
dt = r,r, ds,

we obtain the new Hamiltonian,

S
(Agpe + Anpn)

— S
H=5={pt+pd) —

—[(1 = p)ri + pre] — (%X + B) 1,1,

It is now elementary to derive the canonical equations
from the above Hamiltonian. All the partial derivatives
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that are needed have been given in Ref. 2, which contains
a detailed study of this regularizing coordinate trans-
formation.

When n = 1, we have Birkhoff’s well known regular-
ization and when n = 2, we have a regularization corre-
sponding with works done by G. Lemaitre (Ref. 3) and
also by R. F. Arenstorf (Ref. 4).

8. The Equations of Motion with Thiele’s
Coordinates (Ref. 5)

The coordinate transformation z = % ({* + {) takes
an interesting form if we introduce a new transformation,
with the complex notations,

g = el?,

or in the real form

E = arctani,

3

¢=eFcosE,

_L

n=eFsinE, F = B log, (£2 + 4?),

where § is a complex variable
8 =E +iF.

Thus we see that (E,F) are a special system of polar
coordinates in the (£, 4) plane; ¢ is a radius, while E
is an angle.

With the introduction of the @ variable, the Z-¢
correspondence becomes now a Z-4 correspondence which
can be written in the form

1
Z = 5 cos né.

The real form of this conformal mapping is very easy to
obtain, and is not restricted to the integer values of n,
because we have

¢ = e*¥(cos nE + isinnE),

X, = e cosnE, Y, = e"FsinnE,

with

Yi+ Yi=§r=¢gF
The real form of our mapping is thus

1
X = 5 cos nE coshnF,

1
Y = —TSinnEsinhnF.

The Hamiltonian for the restricted three-body prob-
lem can now be written in the form

1
H = —[2(p} + pH)

— (pg sinh nF cosh nF + p,sin nE cos nE)
+ 2 (2x, cos nE — cosh nF) — 2x,r,r, cos nE cosh nF].

Thiele’s coordinates correspond to the value n=1.
A detailed study of the particular case n =1 has been
given in Ref. 6.

B. On the Second Variation of an
Optimal Trajectory
C. G. Pfeiffer

1. Introduction

Recent work in the calculus of variations has been
directed toward the optimal final-value control problem,
which can be described as the task of controlling the
trajectory of a point mass so as to achieve a desired
final state while at the same time minimizing (or maxi-
mizing) a given function of the final state variables
(Ref. 7 and footnote'). For example, this problem arises
when it is desired to construct a steering law for a rocket
vehicle which is to inject a spacecraft into satellite orbit
with maximum horizontal speed, where the burnout alti-
tude, the burnout flight path angle, and the duration
of thrusting are specified (Ref. 8).

"Melbourne, W. G., Unpublished Lecture Notes on the Calculus of
Variations, Jet Propulsion Laboratory, Pasadena, California, 1963.

R O 2]
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The system analyst is usually interested, first of all,
in describing the mathematical properties of the optimal
control function, and, secondly, in developing both ana-
lytical and numerical techniques for constructing such a
function. It is the first problem that is the concern of
this paper, that is, we shall seek necessary and sufficient
conditions for a trajectory to yield a minimum value of
the function to be optimized, subject to the imposed
boundary conditions.

The problem discussed here will be somewhat simpli-
fied in order to facilitate the exposition. Thus, it will be
assumed that there is only one boundary condition to
meet, that the final time is fixed, that there is only one
control variable to consider, that the control variable is
not bounded, and that the trajectory is not a singular
extremal. (A more general case is discussed in Ref. 9.)
In the perturbation analysis we shall limit ourselves to
considering only small deviations in the control variable.
By this restriction we are dealing with what is called a
“weak” variation in the terminology of the classical cal-
culus of variations.

The notation used is as follows: The independent
variable is ¢, which may be thought of as time; T is the
(fixed) final time; other capital letters are matrices; I is
the identity matrix; column vectors are denoted by a
bar (—) over a small letter; the transpose of a vector or
matrix is indicated by the superscript ’; 8 refers to the
variation of the indicated quantity from its (known)
nominal value (thus 8x(t) = x(#) — X (!)nominaz). The no-
tation (t) will occasionally be omitted in equations in
order to simplify the notation.

2. Formulation of the Problem

Let the rate of change of the state of the system be
given by

d - - -
E=FEyD M
where

E’: (xl’xih T yxn)

is the state vector of the system (such as the position
and velocity coordinates of a rocket vehicle); y (t) is the
continuous control function which is to be determined
(such as the steering angle of the rocket vehicle); and

F=Mf@ytf.Gyt), - @&y t)]
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is a known vector function of x and y, and is differentiable
up to second order with respect to these quantities. Given
some initial condition ¥ (0), the problem is to choose the
control variable y(f) in such a way as to minimize at
some fixed final time T the function 8, (X), subject to the
constraint 8, (x) = 0. The 8; (x) will be called the “bound-
ary functions.” Without loss of generality it can be as-
sumed that the B, (x) are linear functions of the final
state . Employing the Lagrange multiplier technique,
we seek to minimize the performance index function

p(x) =B (X) + vB:(3) (2)

where v is the constant Lagrange multiplier. (The v is
usually obtained by a search procedure in the construc-
tion of a nominal trajectory.) This is the well known
Mayer formulation of the optimization problem in the
calculus of variations, which includes the case of mini-
mizing a functional of X (¢) and y (¢) and/or of applying
integral constraints.

3. The First Variation of the Boundary Functions

We suppose that a nominal trajectory (not necessarily
optimal) exists, and define the variations of the state
and control variables to be

8; (t) = ;(t) - E(t)nmnimzl

89 (t) = y (t) - y(t)nmnimxl

Seeking an expression for the first variation of the
performance index function p, we construct a Taylor
series expansion of Eq. (1) in terms of 8x and 8y. Thus,

%si (t) = F (£) 8% (t) + G (t) 8y (t)
+ terms of the type [8y* ()]
+ terms of the type [8x; () 8y (£)]
+ terms of the type [8x; (£) 8x; ()]

+ higher order terms (3)

where F (t) is an n by n matrix with elements

W o
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and G(t) is an n by 1 matrix with elements

(%)

We introduce the state transition matrix U (7, t), which is
an n by n matrix with elements interpreted as

_ ax; ('r)
(7, t) = (W

We compute

7‘;— [Usz] = [—% U] x+U [% si] (4)

and apply Eq. (3) and well known properties of U (7, )
to obtain

5% (r) = U (r, £) 8T (1) + / U (=, 5) G (s) 8y (s) ds
+ higher order terms (5)

The variation of the boundary function B;(x) defined
above is

6= Tpsr(m) = 3 (o) ony (D

ax,-

where Vg, is the gradient of 8;. Applying Eq. (5) with
r=T, we have

88: = X, (2) 8% (£) + [T 7: () 8y (s) ds

+ higher order terms (6)
where
X(t) & V'8 U(T, 1)
7(8) 2 X ()G (2)
The first two terms on the right hand side of Eq. (6)
express the first variation of 38; in the desired functional
form. The elements of A;(t) are called the differential

corrections for the function 8;, and »; (¢) is the influence
(Green’s) function.

10

4. The First and Second Necessary Conditions
for Optimality

Consider the performance index function p defined
by Eq. (2), and, as in the previous section, construct the
differential correction vector X, and the influence func-
tion 5, On an optimal trajectory it is necessary that
7o (£) = 0, because, with no bounds on y(t), the first
variation of p must be stationary with respect to the
control. Thus, we have:

(1) The first necessary condition. A necessary condi-
tion for a trajectory to be optimal (stationary) with
respect to the (unbounded) control is that for all
0=t<T,

(&)= (t) + vy (8) =0

This condition also follows from the well known Pontry-
agin principle (Ref. 7) where the generalized Hamiltonian
is defined as

REN(OFE YD)

The Pontryagin principle states that k must be a minimum
with respect to the control if the trajectory is minimizing.
Since we have assumed that f is differentiable with respect
to y, and since y is unbounded, we have (oh/3y) = 4, = 0.

(2) The second necessary condition. Implicit in the
Pontryagin principle is a further necessary condi-
tion, which is

2%h
— =0 forall0=t=T

oy?

This result can also be obtained from a consideration of
the second variation of the penalty functional with respect
to the control, which will be developed below. For the
purpose of this discussion it will be assumed that the
inequality holds strictly, which is to say that singular
extremals [(3*h/oy?) (t) = 0] are excluded from consid-
eration.

5. The Second Variation of the Function
fo be Minimized

The second variation of the function 8, (x) is obtained
by considering only the contributions of second order



T

terms in Eq. (6); thus,
T
328, & / [terms of the type 8y? (t)] dt
T
+ / [terms of the type 8x; (¢) 8y (£)] dt

+ / " [terms of the type 5x; () 8x; ()] dt  (T)

Let us define

forr=1¢
forr <t

W(r,t) 2 { g(”t)c(t)

and express the quantities 8x; (t) in Eq. (7) as
T
8% (r) = U(r,t) 8% (¢) + / W (+,5) 8y (s) ds
t

Thus we have
T
a%=[ a )y (8)

/ / b+, £) 8y (v) 8y () dr dt

/// c(r,t,5) 8y () 8y (t) dr dt ds

where a (t), b (+,t), and ¢ (v, 1, s) are kernels obtained from

the above described analysis. Suppose we assume?
a(t) >0 for 0=¢t=T, and define

u(®) £ [a()]*% 8y (1)

Then, after reducing the triple integral by integrating
once with respect to s, §28, can be put into the symmetric
form

8231=£T uz(t)dt+/:)r / k(t, ") u(t)u(r) deds
(8)

where k(t,7) is a symmetric kernel. This is the desired
second order functional expansion of 3, (%).

*This assumption is suggested by the second necessary condition,
but is not guaranteed unless v = 0. The case where it does not
hold will not be considered here.
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6. Application of the Hilbert-Schmidt Theory
of Integral Equations

The symmetric form of the second variation developed
above allows us to apply the Hilbert-Schmidt theory of
integral equations. It is shown in Chapter V of Ref. 10
that to every real continuous, symmetric kernel k (¢, ),
which is not identically zero over the interval (0,T),
there belongs a set of real “characteristic constants”

( Zn e L e, =)

and with each characteristic constant there is associated
a real “fundamental function” ¢; (), such that the set
{¢: ()} is a complete normalized orthogonal system with
the properties

¢,~.(t)=m/ kt,r)¢i(v) dr
{1 ifi=j
_{0 ifi;s,'}

It follows that if a function v (#) can be represented in
the form

[ s0w0a

v (1) :[)T k{t,r)u(r)dr

where u (7) is continuous on (0, T), then

o) = ST 4:(0)

1

where
C; = / u (‘r) ¢,’ (‘r) dr.

We therefore conclude that Eq. (8) can be written

vmafwmm+2ﬁ (9)

i @

This result will be employed to protve the following
theorem.

7. The Second Variation Theorem

Suppose that the first and second necessary conditions
are satisfied on a given nominal trajectory, and let us
consider weak variations in the control variable as de-
scribed above. We then conclude that a further necessary

i1

© e m——————



JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

condition for the trajectory to be minimizing is that
a; =0 for all i, where «; is a solution of

OZ/ngdt" Z[/ngudt:r [(l—a)w;+1]‘1

and g(t) = [.(t)] [a(?)]-%. A sufficient condition is
that «; > 0.

Proof. Since we are considering only weak (small) vari-
ations of the control variable, the first and second
variations dominate the higher order terms in the ex-
panded form of the boundary functions. From the first
necessary condition it follows that the first variation of
B, is zero if the first variation of 8, is zero. Our proof
therefore consists of finding the extreme (in particular,
the minimal) values of 828, for non-zero u (t), subject
to the constraint

o:fT m(t)s_q(t)dt:[g(t)u(t)dt (10)

Clearly (5%8,)}min==0 is a necessary condition, (§28:)nin >0
is a sufficient condition, and if (8°8,)mi» = 0 no conclu-
sion about the minimal nature of the trajectory can be
reached from considering the second variation. To re-
strict ourselves from considering the trivial solution
u{t) = 0, we shall set

/Tuz(t)dt=e>0 (11)

where ¢ is a small number. Thus we seek to extremalize

T T
q=82/31+a[s—/ uzdt}+20[ gudt

where « and ¢ are constant Lagrange multipliers. This
is analogous to the classical accessory minimum problem
(Ref. 11). It follows from the variational calculus that
the extremalizing u (¢) is characterized by

T

au(t) =u(t) + f k(t,7)u(s)dr + og(t)

¢

=u(f)+3 citil® ey (12)

w;

12

Multiplying Eq. (12) by u () and integrating, and apply-
ing Eqgs. (9), (10), and (11), we have

T C'i
ar = / wrdt + E_ = (szﬂl)ezrremum
Q9

i @i

Thus « =0 is a necessary condition, « > 0 is a sufficient
condition, and we proceed to find an expression for a.

We multiply Eq. (12) by ¢ () and integrate to obtain

ci[l“Lmié— a:l+oﬁT gty ()dt =0

We multiply Eq. (12) by g(t) and integrate to obtain

C;i T T
S(2) [ sd] o [ wao

Combining these last two equations we have

o{[lrgzdt~ ;[/;T q!),-gdt]2 (1 — a)w; + 1]‘1} =0

Since this equation must hold for non-zero ¢, the theorem
is proved. (The existence of at least one solution « is
assured, since there must be at least one extreme value

of 528,.)

8. Discussion

We have summarized here a technique for analyzing
the second variation of the boundary functions on an
optimal trajectory (Ref. 9), and we have applied the
Hilbert-Schmidt theory of integral equations to develop
the second variation theorem. The necessary and suf-
ficient conditions obtained must be analogous to similar
results obtained for the Bolza problem, as discussed in
Ref. 11. The Hilbert-Schmidt theory of integral equations
provides a straightforward and elegant general treatment
of the optimal control problem, and evidently has been
similarly employed by other authors (see “A Bibliography
for the Problem of Bolza” in Ref. 11). The second order
functional expansion developed here will probably have
other important applications in control theory.
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C. A Probability Distribution
Associated with a Multiple
Midcourse Maneuver
C. B. Solloway

In a simplified version of the multiple midcourse error
analysis the following problem arises: Let x be a normal
random variable with mean p, and standard deviation o,.
Let y be a random variable statistically independent of
x, which with probability p takes the value « and with
probability g =1 — p has a normal type distribution
with mean 8 and standard deviation r. Let z=x + y.
Determine the density and distribution functions of z.

For instance, considering a one-dimensional multiple
midcourse maneuver with two midcourse corrections
available, x would represent the error in the first mid-
course correction and y the error in the second. In this
case, generally u,, « and 8 would be zero and p would
represent the probability that a second correction was
not needed; z would represent the error due to the
complete sequence of correction maneuvers.

The following results are easily obtained:

put0 =gmreee| -5 () |

—wo<x< w 1

p:(y) =ps(y — )
q 1 /y—BY\
+<2w>%re"p["7( . )]
—o <y w (2)
E [yl = py = pa + qp
3
Viyl = o} =g+ + pg(a — B)*
—_ JJ—a)2
p(z)= ———(2 Ve exP[ __(z____gag ]
q (Z—M—ﬁ)z
t @y (o2 1 e"P[_ 3 (o + 1) ]

—w<z< o (4)

E[z] = p: = p. + pa + qB

Vz] =o2=0ot+gr* + pq«—B)°

()
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Pr{z>k} :f‘m p(z)dz

k— p— a k— po—
:0.5—104’( ﬁ >—q¢[(0§f_72)f]
(6)

where

o(x) = / " reR (- d @)

which is the most commonly tabulated indefinite integral
of the standard normal distribution.

Another quantity of interest is the central deviation

H-=+ko':
Prifs—ml <ko= [ " p(a)ds
2-ko,
— q(B—a) + ko. )
- ||

kzo?]

)

pa— B) + ke,
¢(| (02 + )%

—sgn[q*(B —a)* —
—« —ko'z
X¢(|q(ﬂ o,)

)

+4q

~ sgn [ (« — ) — K]

pla—B)— ko~
X¢(| (o2 + +2) )I
where
sgnx = 1, x>0
sgnx = —1, x <0

These formulas simplify somewhat if y; =« =8=0.
We then have

E[z]=0
9
Viz] = o+ g

() W

kU; kU::
Pr{|z| =ko.} = 2p¢ (——;;—) + 2q¢ [m] (11)

k
Pr{z>k})=05— p¢(0—> —q¢

13
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If further investigations prove it necessary, it will be easy
to generate tables for these functions.

The results are immediately generalized to the multi-
dimensional case. Thus, if

p1(x) =m exp [“ %(x — )T AT (x— P-z)]
(12)

p:(y) =p8(y — «)
+ (27r)»/?| Ar|% P [— %(y —B) AT (y— B)]
(13)

where x, u., 4, «, and 8 are n vectors and A, and A, are
non-singular covariance matrices, then, if z=x+1y,
we have

PO = G

S R N T

q
B A, F AR

X exp l:— %(z —pe— B (Ar + A (z — p,—ﬂ)]
(14)

and

Elx] = ps E[(x — po) (x — p2)"] = A,
Elyl=pa+gqp; E{ly—E(ylly - E@y]"}
o e trqles Bl pY N
Efz] =p+pa+t g8 E{lz—E(z)][z— E(2)]7}
= A: + qAr + pq (e — B) (« — B)T
= A, (15)

As before, we can still ask, e.g., Pr {z7A;'z=k?} (which
is the analogue of Eq. (11) if g, = a = 8 = 0) but now
the integrals are quite intractable. (The problem is that
of integrating a circular multidimensional Gaussian dis-
tribution over an ellipsoidal region. If necessary, tables
can be prepared here as well.)
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D. A Launch Probability Study
—Surveyor
C. B. Solloway

The following problems arose in connection with the
launch probabilities associated with the Surveyor vehicle:

(1) What is the probability of having exactly k suc-
cessful launches (countdowns and firings) in n days
under the following conditions:

(a) Only one trial per day is permitted. If it fails,
the trial is repeated the next day. If it suc-
ceeds, the next trial is postponed one day
(turnaround time).

(b) Each trial is independent; the probability of
success on any trial is p.

(c¢) There are exactly k vehicles available.

(2) What is the probability in the previous problem
if the third condition is altered so that there are
at least (k + 1) vehicles available?

The answers to the two problems are easily found to
be the following: For Problem (1), let P, ; equal the
probability of obtaining the kth success on the nth day.
Then

S L WU
0

otherwise (1)

where g =1 — p and

(3)=we=r

is the binomial coefficient. In particular,

P,o=q" (not given by Eq. 1) (2)

P, = pgr? n=1] (3)

P, .= (n—2)p*q* n=3 (4)
1

Ppy=—7(n—3)(n—4)pg~° n=5 (3)

For example,

[S—S§]
[S—FSorFS —S]

P3,2 = p?
P,,=2p%q



For Problem (2), let P, i equal the probability of having
exactly k successes in n trials. Then

n—k n—k
Pn,k — ( k ) pkqn—zk + ( k 1 ) pkqn—2k+1 (6)

where the standard convention is adopted that

(3)=0

if s>r>00rr>0>s, r, s integers. In particular,

Pro=q" n=0 7
P,,=(n—1)pg"*+ pgr-? n=] (8)
1
Po.=—5(n—2)(n—3)p’q"* + (n — 2)p’q"*
n=3 (9)

For example,

Pi=p (5]
P,.=p+pgq [S— or FS]
Py, = p? [§— 8]

P, .= p*+ 2p%q [S—S—orFS— SorS — FS]

The analysis is given in the following paragraphs.

For Problem (1) the kth success must occur on the
nth day and no more trials are available since all ve-
hicles have been expended. This leaves (k— 1) prior
successes which occupy 2 (k — 1) days and hence, leave

n—1)—-2k—-1)=n—-2k+1

failures to be accounted for. The number of distinct
ways these

k-1 +(n—2k+1)=n—k
objects can be permuted is
n—k
k-1

and the probability associated with each permutation is
p*-1 gn-%+1, Hence, the result.
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In Problem (2), the kth success can either occur on
or before the nth day. If it occurs on the nth day, the
analysis and answer are given by Problem (1). If it occurs
prior to the nth day the k successes occupy 2k days and
hence, leave n — 2k days on which failures occurred.
The number of distinct ways these k + (n — 2k) =n — k
objects can be permuted is

(")

and the probability associated with each permutation is
p*q™-*. The sum of the two probabilities yields the desired
result.

It is interesting to solve the latter problem by the
method of difference equations. P, ; satisfies the linear,
homogeneous partial difference equation

n=234"""

k=123--- (10

Pn,k = an—l,k + an-z,k—1

which is deduced as follows: a failure is experienced
the first day and then k successes are obtained in (n — 1)
days or a success is obtained the first day, there is a
day’s delay, and then (k — 1) successes are obtained in
(n — 2) days. This difference equation is subject to the
initial conditions

P..=qg" n=0,1,2,
1 k=0
P"'k—{ 0 k=123,
(11)
q k=0
Plykz p k= 1
0 k=234,
If
¢@w=2k,hnv (12)
n=0 AK=0

it is readily deduced from Eqs. (10) and (11) that this
generating function is given by

1+ pry

1—qgx— px*y (13)

$(xy) =

i5
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and the expansion of this function in a double series,
Eq. (12), immediately yields the result, Eq. (6). The
details are strictly algebraic and are left to the interested
reader.

Although several difference equations can be found
for the first problem, these are somewhat more compli-
cated and will not be demonstrated here.

The problems can be generalized in several directions.
The simplest of these is that of requiring a turnaround
time of R, rather than one, days. That is, after each
successful countdown, R days must elapse before the
next trial may be attempted. The results can be obtained
as before and in this case one obtains for Problem (1),

Por= ((n - 1)k—_Rl(k - 1)) prqin-1 - (R+1) (k-1 (14)

which reduces to Eq. (1) for R = 1.

The answer for Problem (2) is somewhat more com-
plicated to analyze directly as a little contemplation will
show, although it can be done. The difference equation
for this case becomes

Pox=qP, 15+ pPu menyi-v) (15)

As can be seen from this equation, the major difficulty
is that it is now of order (R + 1), in n rather than 2, and
therefore presents additional difficulties.

E. Accuracy Analysis of Minimum-
Energy Descent From an
Elliptical Orbit

A. Kliore

1. Introduction

The problem of determining the minimum velocity-
increment maneuver to descend from any point on an
elliptical orbit with a specified entry angle was discussed
in the previous volume of the Space Programs Summary
(Ref. 12), and some results were shown for an elliptical
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orbit about Mars. The two entry quantities that were
determined, together with the maneuver quantities AV
and B, are the entry velocity Vi and the true anomaly
of the entry position ®. The purpose of this study is to
investigate the in-plane errors in the entry quantities
V&, yz, and x (position) resulting from:

(1) Imperfect knowledge of the parameters of the
original elliptical orbit (a,, e,,6,) and of the gravi-
tational constant p of the planet.

(2) Errors in the execution of the maneuver (AV,B).

It is assumed that errors in the determination of the
orbital elements affect the computation of the optimal
maneuver quantities, as well as the mechanics of the
descent trajectory.

Linear analysis was used throughout this study except
where first-order partial derivatives vanish, in which
cases second-order terms were included.

A digital computer program using the results of this
study is described in Section 3. The program computes
the standard deviations of the entry velocity, entry angle,
and entry position for each optimal descent trajectory,
given the gravitational constant of the central body, the
apoapsis and periapsis altitudes of the initial orbit, the
entry altitude, and the standard deviations of the six error
sources.

Finally, some computed results for a typical elliptical
orbit about Mars are described in Section 4.

2. Mathematical Development

Uncertainties in u, a,, €, 4,, AV, and B are denoted
by 8u, 8a,, 8e,, 80,, 8AV, and 373, respectively. They are
all assumed to be independent, Gaussian, have zero
means, and standard deviations of oy, 04,, ¢, 04, oav,
and op, respectively.

Using conic formulas and linear expansions, resorting
to second-order terms whenever necessary, it is possible
by the repeated application of the chain rule to express
the errors in the entry quantities Vy, yz, and x (repre-
sented by 8¢gy, k=1,2,3) in terms of the six original
error components as follows:

D D2g
3= 3 ( Da’:) Sai + 3 (—Da?"> Sal

i i

Dqu
+ 3 ( DaiDaj)saisa,- 1)

ixj




where a;, i =1,2 - - - 6 represent g, a,, e, 8,, AV, and 3,
respectively, and the coeflicients (Dqx/Da;), (D*qx/Dal),
and (D?qy/Da;De;) are complicated functions of certain
partial derivatives computed on the standard descent
trajectory.

Since all of the 8a; are statistically independent and
—  have Gaussian distributions, the following is true:

i (2)

oy

D2
Esqx] = 2 D;]zk

o3, = E [5qE] — E* [3qu]
D 2 D2 2
=5 (——DZ?) o +2 z( ‘j") ol

D'q \* .
+ E(m) O e 3)

izj

=
E
5
=

Because of the presence of second-order terms in
Eq. (1), the distributions of the 8qx are no longer Gaus-
sian and their means are not zero. However, it will be
shown later that in the case of the numerical example,
the means are of negligible magnitude and the standard
deviations can be treated as representing a Gaussian
distribution.

3. Computer Program

The computations described in Eqgs. (2) and (3) were
programmed for a digital computer. The program ac-
cepts as input the periapsis and apoapsis altitudes of
the original orbit (km), the gravitational constant of the
planet (km?®/sec?), the radius of the planet (km), the
entry radius (km), and the six standard deviations
ou (km?/sec?), o,, (km), o.,, oay (expressed as a percent-
age of the total velocity increment AV), oz (deg), and
os,, which is expressed in terms of the uncertainty in
the knowledge of the Cartesian position coordinates re-
sulting from uncertainties in orbit determination. The
quantity that is specified in the input is the rms value
of the standard deviations of the x, y, and z coordinates,
and o, is then computed by dividing this quantity by
the radial distance to the center of the planet.
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The program first computes the optimal descent ma-
neuver for points on the original orbit spaced 10 deg
apart, for a range of entry angles from 5 to 85 deg, and
for each resulting trajectory the program then computes
the mean and standard deviation of each of the entry
quantities Vg, vz, and x.

4. Results

The program described in the preceding section was
used to compute the accuracy of descent trajectories
from an orbit about Mars having an apoapsis altitude h,
of 10,000 km and a periapsis altitude h, of 1,800 km.
Based on estimates of the accuracy of the existing orbit
determination techniques, the l-¢ uncertainties in y, a,,
and e, were assumed to be 10 km3/sec?, 1.0 km, and
4 X 10-¢, respectively. The 1-¢ uncertainty in the knowl-
edge of the Cartesian position coordinates was assumed
to be 1 km in each coordinate, or an rms value of Y 3 km.
The 1-0 execution errors were assumed to be 0.5% of
AV for the velocity increment, and 0.8 deg for the point-
ing error (assumed attitude control accuracy).

Fig. 1 shows the standard deviation of the entry
velocity oy, as a function of the true anomaly of the
deorbit point 4, for nine values of y;, ranging from 5 to
85 deg in steps of 10 deg. (See Table 1: constants for
Figs. 1-13.)

Similarly, Figs. 2 and 3 show the standard deviations
of the entry angle oy, and entry position ., respectively,
plotted in the same manner. It may be noted that the
curves in Figs. 1 and 2 are plotted for 4, between 0 and
180 deg, and in Fig. 3 they are plotted for 4, between
0 and 360 deg. The reason for this is that oy, and oy,
are symmetrical about 4, = 180 deg, but ¢, is not, because
of the difference in the total true anomaly of the descent
trajectory for 6, < 180 deg, and 4, > 180 deg.

In Fig. 4, oy, is plotted as a function of yg for values
of 6, of 0, 10, 30, 60, 90, 120, 150, 160, and 180 deg to
show the dependence of oy, on the entry angle yg. Simi-
larly Fig. 5 shows oy, as a function of yg, and Figs. 6
and 7 show o, plotted vs y; with §, as a parameter.

To investigate the dependence of the standard devi-
ations oy, oy,, and o, upon the pointing error, a compu-
tation was carried out with ¢5 = 0 (no pointing error).
The standard deviations of the resulting errors in the
entry quantities Vg, ys, and x are plotted as functions of
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the true anomaly at release ¢, in Figs. 8, 9, and 10,
respectively. It may be noted that the magnitudes of
all standard deviations are reduced by a significant
amount.

Table 1. Constants for Figs. 1-13

Parometer Value
h., km 10,000
h,, km 1,800
oy, km?®/sec? 10
04, km 1
e, 4% 10-®
oo, V3/p
oav, km/sec 0.005 AV
o, deg 0.8

Finally, a computation was made with both execution
errors set to zero, i.e., with only the effects of the orbit
determination errors present. The resulting standard
deviations in the entry quantities Vg, vg, and x are shown
in Figs. 11, 12, and 13, respectively. Upon examination
of these graphs, it is evident that the magnitudes of all
standard deviations are drastically reduced.

Several conclusions can be drawn on the basis of these
results. It is first of all evident that the effect of the
uncertainties in orbit determination on the dispersion of
entry condition errors is far smaller than the effect of
execution errors, and is, in fact, almost negligible in
the case of the example used in this study.

In almost all cases, the errors are least when the
maneuver is performed at apoapsis of the original orbit,
which is also the point at which the required velocity
increments are at a minimum.

=
N

/

aVE , m/sec
7.'

N

N\
SN

8,,deg

Fig. 1. Standard deviation of entry velocity vs true anomaly of deorbit point
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Fig. 2. Standard deviation of entry angle vs true anomaly of deorbit point
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Fig. 3. Standard deviation of entry position vs true anomaly of deorbit point
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Fig. 6. Standard deviation of entry position vs entry angle, ¢, < 180 deg
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GUIDANCE AND CONTROL DIVISION

Il. Spacecraft Electrical Power

A. Power Sources
P. Rouklove, D. W. Ritchie, and R. K. Yasui

1. Solar Energy Thermionic Electrical Power
Supply Development, r. rouklove

a. Life testing. The completion of a successful life test
of five solar energy thermionic (SET) converters was
reported in Ref. 1. The results of the initial acceptance
test and the life test are presented in Tables 1 and 2,
respectively. The life test was performed in independent
units which were carefully controlled and locked to pre-
vent access by unauthorized personnel. All five con-
verters performed satisfactorily for over 3000 hr of near-
continuous operation at an emitter temperature of ap-
proximately 2000°K. The input power to the converters

was kept constant throughout the test period, allowing
emitter temperature and output power to vary during
the test. Such conditions were considered close to those
encountered during the natural mode of operation of
the SET converter. These fluctuations were presented in
Ref. 1, the most significant being the apparent decrease
in the output power observed in Converter VI-TEP-1,
which dropped from 7.3 to 4.4 w after 2100 hr of opera-
tion. Since most of the observed decreases in output power
could be correlated with an accompanying drop in emitter
temperature, it was suggested that these changes could
be attributed to changes in efficiency of electron bom-
bardment or to a change in heat transfer through the
converter. Throughout the testing period, the vacuum
in the test chamber was maintained below 2 X 10-*
mm Hg. Ion-type pumps were employed in this opera-
tion to avoid reactions due to possible oil backstreaming.
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Table 1. Converter acceptance test results

Output Ovutput O::::: Input Temperature, °C
Converter voltage, current, dp . power, .
ensity, c . Collector Seal Emitter
v amp w/em® w (observed)
VI-S-14 1.0 26.0 26.0 407 407 593 - 504 1710
VI-s-18 1.0 135 675 328 374 572 — 654 1655
VI-TEP-1 1.0 8.5 425 310 367 564 — 661 1655
VII-5-4 0.8 19.1 7.64 335 368 551 590 697 1655
VILS-5 0.8 18.0 7.2 365 345 540 583 892 1655
Table 2. Converter life test results same converter produced an output power of 7.5 w at
the initiation of the test and 4.4 w at the end. These
Elapsed OP:"::: Input Temperature, °C data, presented in Fig. 1(c), point to a decrease in the
Converter 'ir:', density, | POWer [ soat | Emitter emitter temperature, which at the end of the test had
C| w/em? v estum | >¢20 ltobserved]  probably dropped below 1900°K. Fig. 2 presents a
VI-§-14 0 7.0 344 355 | 614 1655 typical current-voltage curve of a SET converter in
;8?8'6 g; g;g ggg g;; :gg which a difference in emitter temperature of 30°C re-
3013 5.25 378 364 | 649 | 1655 sulted in a difference of 15 w in output power. This dif-
V1518 0 5.65 170 160 | 670 1655 ference emphasizes the care required for accurate
1049 6.2 376 316 | 653 1670 measurement of the emitter temperatures in SET con-
2047 5.8 76 354 | 633 1660
2992 6.0 376 350 | 654 1660 verters.
VI-TEP-1 0 44 300 348 | 634 1655
10168 | 3.65 284 348 | 637 | 1655 . . . .
2021 2.65 300 348 | 67 | 1635 The occasional interruptions observed during the test
30104 | 25 300 348 | 637 | 1635 were attributed primarily to auxiliary component failures
VII-5-4 0 7.8 430 357 | 642 1655 such as in vacuum tubes, transformers, relays, etc., or
1043 7.6 430 362 | 661 | 1650 to a drop in water pressure. This points out the necessity
2051.2 | 7.68 430 as8 | 649 | 1650 ; -
3026 8.08 430 383 | 650 1645 for oversize components for reliable and trouble-free
VII-S-5 0 7.2 350 345 | 650 | 1660 operation. An examination of the electron-beam gun used
9976 | 7.0 351 374 | 642 1650 as the emitter heater seems to indicate that the observed
1988.7 | 6.68 351 372 | 642 | 1640 L
20084 | 6.44 351 383 | 633 | 1635 output power degradation is probably the result of:

After the life test was completed, the converters were
parametrically tested at JPL. The results of these tests
are presented in Fig. 1. The “acceptance test point”
indicates the original condition of the converter before
the start of the life test (at an observed emitter tem-
perature of 1655°C). From the JPL test results, it appears
that the correction initially applied by the manufacturer
to the recording of the emitter temperature (50°C) was
excessive. Such a correction was felt necessary to com-
pensate for the difference in temperature between a
blackbody cavity and a hohlraum with a 4:1 depth-to-
diameter ratio. When tested at JPL, Converter VI-TEP-1,
which exhibited a 40% change in output power during
the life test, indicated an output power of 10 w at 1 v and
a 1700°C emitter temperature and 27.5 w at 0.4 v and a
1700°C emitter temperature. During the life test, the
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(1) a misalignment in the gun structure due to excessive
thermal deformations, (2) a power leakage loss along
the insulators due to metallic coatings produced by evap-
oration, or (3) a change in surface emissivity of the parts
facing the converter (also produced by metal evapora-
tion). Such a coating could change the thermal balance
of the converter during operation. It is clear that, for
any life test of long duration, special care must be taken
in the design of an adequate electron-beam gun. Further-
more, since the emitter temperature is such an important
parameter in testing, operation at a constant input power
requires that the measured power be truly representative
of the actual power applied to the converter (not includ-
ing extraneous and variable heat losses in the support
structure, insulators, etc.). A desirable feature for any
life-test device would be the inclusion of terminals to
implement more versatile measurements, such as com-
plete current-voltage characteristics, the collector work
function, dynamic ac testing, etc., which will allow a
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Fig. 1. Results of JPL parametric tests of four SET converters
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Fig. 2. Typical current-voltage curve of a
SET converter

better understanding of the observed changes with time
in the converter performance. Such facilities are pres-
ently under development at JPL.

Converter VI-S-14 was the only converter in which
some power degradation (approximately 5%) could be
detected. This converter was especially selected for life
testing since: (1) it was considered representative of
the state-of-the-art in 1962; and (2) extensive test data
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were available prior to the initiation of the life test, both
at the manufacturer and at JPL. The other converters
of Series VI and the converters of Series VII were manu-
factured in 1963, having the benefit of improved tech-
nology. These converters showed no tendencies for power
degradation; in fact, Converter VII-S-4 showed an in-
crease in output power at the end of the life test.

b. Converter shielding. A better estimate of the power
lost by radiation from the hot portion of the emitter
supporting sleeve was obtained. This part was shielded
with a tantalum multilayer radiation shield during lab-
oratory testing of the converters using the electron-beam
gun for heating. The test results (Table 3) indicated that
a substantial gain in efficiency was obtainable, With this
shielding the operative conditions of the converter in a
generator are more closely approached. A 1% net gain in
efficiency of the converter is observed, corresponding to
a decrease of 8°C in the emitter temperature required
to obtain similar output and also to a decrease of 20 w
in the input power requirement. Furthermore, the pro-
tection of the sleeve from contamination by extraneous
ambient impurities is increased. Improvements in the
shielding methods are now being investigated at JPL.

¢. Evaluation of the 9.5-ft D mirror. The replica mirror
obtained by electroforming nickel on a 9.5-ft D nickel
master was tested at the Table Mountain, California,
solar test site. The mirror was mounted on a solar tracker
for performance evaluation (Fig. 9, p. 35, of Ref. 2) and
was tested using the modified Hartmann screen test and
cold calorimeter methods. As reported in Ref. 2, the
Hartmann test revealed a double focal zone. One plane
originated from the central portion of the mirror, within
a 7.5-ft D with a 69.17-in. focal length; the other focal
plane, with a focal length of 68.25 in., was produced
by an outer annulus of approximately 1-ft width.

The Hartmann test was performed using an aluminum
screen perforated by 200 holes (Fig. 3), which were

Table 3. Unshielded vs shielded emitter sleeve operation

Temperature, °C
. Output Ovutput Output Input Efficiency,
Condition voltage, current, power, power, o .
% . Emitter
v amp w w Cesium Radiator Collector Seal
{observed)
Unshielded 1.0 1.5 1n.s 262 4.39 384 510 553 571 1677
Shielded 1.0 13.5 13.5 248 5.36 384 519 563 594 1678
Shielded 1.0 11.5 1.5 241 4.77 382 514 558 589 1669
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Fig. 3. 9.5-ft D mirror and aluminum screen

drilled in such a pattern that each light spot which
originated from a hole was representative of 1/200th of
the mirror area (51.03 in.?). The position of the reflected
elliptical light pattern was observed on a polar coordi-
nate target located at the focal plane. The slope of the
mirror at the observed position was determined by trigo-
nometry. The data were then reduced to provide: (1) the
geometrical characteristics of the mirror expressed as

JPLL. SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

tangential errors, and (2) the “Hartmann factor,” i.e., the
fraction of energy from the mirror which is received
within a specified aperture. The results of the tests are
given in Table 4. As can be seen, an abrupt change in
contour is indicated in the region H corresponding to
91.8 in. D. The test results are presented graphically in
Fig. 4 in conjunction with data supplied by the manu-
facturer. From the graph, it appears that the damage
occurred to the mirror prior to its shipment to JPL; a
closer investigation of the data seems to indicate that
the region of major tangential errors (153 deg) corre-
sponds to one of the fixation points of the mirror. The
reason for this effect is still under investigation.

Table 5 presents the cold calorimetric data obtained
at four aperture diameters: 0.625, 0.825, 1.00, and 1.40 in.
The data were quite reproducible and correspond to an
average of more than 370 data points. The test was
performed by measuring the solar energy received in
the water-cooled calorimeter located at the focal zone
of the mirror (Fig. 5). First, the power received directly
from the mirror (open calorimeter) was recorded; then,
the quartz plate to be used during the generator test
was interposed and readings were made. The introduc-
tion of the plate resulted in 296-w less power being
produced, observed with an aperture of 1 in., or approxi-
mately 9% as compared with a minimum of 14 to 20%
observed through a Pyrex dome in previous experiments.
The results of the calorimeter test are presented graph-
ically in Fig. 6.

Misorientation data were obtained by misorienting the
calorimeter in increments of 6 min of arc up, down,
right, and left. The data are presented in Table 6 and

Table 4. Tangential slope errors of the 9.5-ft D mirror

Radial Slope error of mirror in radial direction, min
Zone position,
in. 9 deg 45 deg 81 deg 117 deg 153 deg 189 deg 225 deg 261 deg 297 deg 333 deg
A 12.745 —4.61 —3.40 —1.20 —0.73 —0.49 —3.15 —2.43 —1.21 —3.40 —4.61
B 22.074 0.00 2.30 0.23 4.61 3.68 2.76 0.46 1.15 2.9 0.23
C 28.499 3.72 —1.53 —1.53 0.44 7.23 3.06 —1.97 —0.22 —0.00 —0.22
D 33721 5.00 —2.92 —2.50 1.67 5.83 521 0.00 —2.70 —3.96 —2.50
E 38.236 6.54 —5.15 —0.40 4.95 10.10 515 1.98 —3.96 —119 —3.56
F 42.271 4.81 —6.97 0.94 2.83 9.05 3.77 5.65 —7.73 —3.39 —5.84
G 45.954 6.63 —1.26 —3.04 1.7¢9 8.07 4.84 4,84 —10.76 —3.40 —2.87
H 49.362 16.72 8.19 12.46 16.21 29.35 14.00 15.70 —7.00 0.00 1.02
i 52.550 17.86 4.38 7.96 18.19 36.05 19.16 8.12 5.68 —7.3 —2.43
3 55.556 —° —° —9.43 2.47 —f 12.67 12.83 24.11 —=11.13 —17.15
9Too diffused to roc:;rd:
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Fig. 4. Slope errors of 9.5-ft D mirror
Table 5. Results of 9.5-ft D mirror solar calorimeter tests®
Power Power Peak power Peak power
Di Mirror Efficiency available Efficiency i Power P of calorimeter | Concentration
iometer . radiating A of open . .
output of open to aperture | after introduc- available to . after introduc- | ratio {mirror
of aperture, < 4 . § from calorimeter N P
in power, calorimeter, | after introduc- | tion of quarlz blackbody generator, {observed) tion of quartx | area/aperture
’ w % tion of quartz plate, % y w ! plate {oh- area)
cavity, w w 4
plate, w served)’, w
0.625 2201.3 34.54 1960.0 30.72 179.5 1780.5 2154.2 2157 .4 33,153
0.825 2787.0 43.70 24870 38.98 312.8 2174.2 2836.9 2747.3 15,471
1.000 3208.3 51.70 3002.3 47.06 459.6 25427 33747 3394.0 12,996
1.400 3942.8 61.80 3581.6 56.14 900.7 2680.9 4352.6 3963.6 6,631
eSolar intensity ranged from 87 to 101 w/ft%. All data were standardized for o 90-w/ft? solar intensity.
5The apparent difference between the peak power data obtained befors and after the interposition of the quariz plate corresponds to readings made during observations under
different solar intensity inputs.
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Fig. 6. Solar calorimeter test results

Table 6. Results of 9.5-ft D mirror misorientation tests

Misorientation, Diameter of Power, Efficiency, Misorientation, Diameter of Power, Efficiency
min aperture, In. w % min aperture, in. w %
12 up 0.625 1464.1 22.05 12 right 0.625 1623.2 25.44
0.825 18121 28.40
0.825 1915.7 30.03
1.000 2542.3 39.85
1.000 2591.3 40.62 1.400 32653 51.18
1.400 3430.2 53.77 y . :
6 right 0.625 1890.8 29.64
0.825 2260.6 34.65
6 up 0.625 1768.7 2772 1.000 2875.5 4507
0.825 2270.4 35.59 1.400 3540.2 55.49
1.000 2924.3 45.84
1.400 3566.1 55.90 12 left 0.625 1560.4 24.46
0.825 1953.3 30.62
1.000 2522.1 39.53
12 down 0.625 1735.5 27.20 1400 32513 50.96
0.825 2015.5 31.59 6 left 0.625 1856.8 29.11
1.000 2457.0 38.51 0.825 24347 38.16
1.400 3117.9 48.87 1.000 2861.8 44.86
1.400 3480.0 54.56
6 down 0.625 1961.7 30.75 0 0.625 1960.0 30.72
0.825 2351.4 36.86 0.825 2487.0 38.98
1.000 2822.6 44.24 1.000 3002.3 47.06
1.400 3539.5 53.91 1.400 3581.6 56.14
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Fig. 8. Comparison of data obtained by calorimeter
tests and those predicated by Hartmann factor
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Fig. 7. The complete reduction of the data obtained by
the Hartmann test is still in process and will give the
Hartmann factor for the range of apertures correspond-
ing to potential generator configurations. Fig. 8 illus-
trates the correspondence between the data obtained by
direct observation with the cold calorimeter and the
data predicated by the Hartmann factor as computed
at a l-in. calorimeter aperture for two angular positions
(10% sample); the close correlation of the predications
can be seen.

Although certain improvements are still necessary, it
was decided that the mirror replica is satisfactory for
use in testing of SET generators. It was observed that
the 5-ft D mirror, primarily because of obscuration, could
never deliver a maximum of 1200 w. Laboratory test
results indicated that approximately 300 w were required
to heat the emitter of a SET converter to full operating
temperature. The power delivered by the 9.5-ft D mirror
will heat the generator to full operation temperature.
The results of further tests will be reported in subsequent
issues of the SPS.

2. Solar Cell Development, o. w. Ritchis and R. K. Yasui

Programs have been initiated to study: (1) the opti-
mization of operating characteristics of silicon solar cells
for planetary exploration missions, and (2) the effect of
heat sterilization on solar cell performance.

a. Solar cell optimization. It has been found that solar
cells at low-level energy inputs exhibit an effective resist-
ance of the junction, thus making the solar cell inefficient
at extremely low light levels. To overcome this deficiency,
the junction width and the effective resistance of the
cell must be tailored for operation at a specific intensity.
The solar cell series resistance at high energy levels
causes excessive voltage losses and contributes to solar
cell array inefficiencies. The solar cell construction can
be optimized to operate at these conditions.

The effect of temperature on the current-voltage char-
acteristics also controls the efficiency of solar cell arrays.
Experimental tests have established that the open-circuit
voltage decreases linearly with temperature, while the
short-circuit current increases linearly. The effect of tem-
perature on solar cell efficiency depends on the type of
load (constant or maximum available).

The combined effect of temperature and intensity con-
trols the efficiency of solar cell arrays. A study of the
intensity and temperature characteristics of solar cells
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can lead to the optimization of the solar cell for specific
missions. The optimized solar cell could, in effect, in-
crease the power and decrease the weight of a solar
panel array for either a Mars or Venus mission.

Four companies have been developing a solderless,
thin (0.008 in.), single-crystal, silicon, phosphorus-diffused,
photovoltaic cell which would exhibit high efficiency and
optimum operating characteristics for a specific mission.
To date 300 units have been received. The solar cells
are extremely fragile; therefore, special handling and
testing procedures will have to be developed. The test-
ing program will involve the measurement of the cell
characteristics versus intensity and temperature, and then
a comparison of these data with those of solar cells of
normal configuration. The possibility of eliminating the
silicon monoxide coating, which increases the absorb-
tivity of the cell, will also be investigated. Special solder-
ing (or welding) methods will be studied for future solar
panel array design. A prototype solar panel array will
be built using the lightweight cell. Preliminary testing
of the solar cells which were received shows approxi-
mately equal power output and a weight reduction of
60% compared to a 2- X 2-cm solder-dipped cell.

b. Heat sterilization of solar cells. Tests are being con-
ducted to evaluate the effects of heat sterilization and
temperature storage on solar cell assemblies. Systematic
studies are being conducted on the mechanical and elec-
trical characteristics of N/P and P/N silicon solar cells
after exposure to elevated temperature environments. To
date, approximately 500 solar cells of both types from
two manufacturers were tested. Cells were electrically
tested under tungsten and were placed on a special han-
dling fixture instrumented with thermocouples (Fig. 9).

Fig. 9. Heat sterilization test specimens mounted
in special test fixture

JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL.. IV

Trays of the cells were then placed in constant-
temperature ovens for predetermined periods of time.
After completing their temperature soak, the cells were
removed from the oven, allowed to return to room tem-
perature, and tested for electrical performance, again
under tungsten illumination. The relative power output
of the cells after exposure to elevated temperatures is
shown in Fig. 10.
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Fig. 10. Relative power output of silicon solar cells
after exposure to elevated temperatures
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Fig. 11. Solar cell contact strength test,
vtilizing Hunter tensile tester

The contact strength of the cells was tested by means
of a Hunter tensile tester (Fig. 11). Cells were mounted
in a specially designed holding fixture attached to the
tensile tester, and the P-contact pulled until separation
occurred. Preliminary results of this testing are given
in Fig. 12. Also shown in Figs. 10 and 12 is the influence
of a 6-mil filter glass with 410 mu cut off and bonded to
the cell with LTV 602 adhesive.

The trends indicated by the preliminary data will
serve as a basis for determining the direction of future
testing. Generally, it was noted that N/P cells appear
more capable of surviving long-time temperature storage
than do P/N cells.

B. Energy Storage

G. M. Arcand

1. Gravity Effects on Batteries

Experiments employing the cell previously described
(Ref. 3) were continued. The only difference in proce-
dure was in the placement of the Viskon separator be-
tween the Zn and AgO plates. As mentioned previously,
some work was begun in which the separator was placed
50 mm from the Zn plate. Further experiments were
performed with the separator placed directly against
the Zn. The results of these experiments are shown in
Fig. 13.
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It can be seen from the data that, while the separator
does restrict the electrolyte flow somewhat, the relative
effect of the gravitational field on convective flow of
active material to the electrode remains the same. In
the case where the separator is against the Zn, most of
the convection may be occurring on the side away from
the Zn and diffusion to the plate may occur through the
open meshed Viskon.

A cell was assembled with a single layer of sausage
casing against the Zn plate in place of the Viskon sep-
arator. In this case, the limiting current density was
drastically decreased to about 25 ma/cm?. Furthermore,
approximately the same value was found at both 1.0 and
20.0 g, suggesting that only that electrolyte which was
trapped between the plate and the separator was available
for the reaction and that the current was definitely limited
by diffusion rates. Replenishment of the electrolyte by
diffusion through the separator was very slow.

A set of experiments is under way for which the cell
configuration is the same as that used above. The sep-
arator is Viskon placed directly against the Zn, but the
electrodes are perpendicular to the gravitational field.
Initial indications are that the limiting current density
at 1.0 g, is less than that occurring when the plates are
parallel to the field.

2. Radiation Effects on Battery Behavior

The final report covering the first phase of study on
the effects of radiation on NiOOH and Cd electrodes
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has been submitted by Atomics International. The results
are largely tentative since no actual explanations of ob-
served phenomena are available. The study is being
extended for another 6 months.

It was mentioned previously (Ref. 4) that one or both
of the electrodes disintegrate to some extent when ex-
posed to high dosages of gamma radiation. The amount
of material lost is dependent on the integrated dosage,
as is shown in Fig. 14. There is considerable scatter in
the data, but the trend is apparent. In addition, the
rate of disintegration depends on the dose rate. The
average rates of formation of residue were 0.011 and 0.19
mg/hr at dose rates of 8 X 10* and 1.4 X 10° rads/hr,
respectively. Again, since the data are scattered, these
figures are approximate.

Analysis of the various residues shows that the Cd/Ni
ratio varies inversely with the quantity of residue and,
hence, the total dosage. The trend is shown in Table 7.

loz S - B
1 T ]
QO 1.4%10°% rods/hr
4—— @ 8x10% rads/nr P ¥ —
2 4
10! 7
6 - -1 // O
) A4S

WEIGHT, mg
3
|
[
I
\
l

102

08 2 4 6 107 2 4 6 108 2 4
INTEGRATED DOSE, rads

Fig. 14. Weight of residue vs integrated dose
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Table 7. Relationship of Cd/Ni ratio of sloughed
material to quantity of residue and total dose

Total dose, Weight of material, Cd/Ni
rads X 107 mg ratio
.7 5 10:1
8.7 10.1 7:1
10.0 35.6 6:1
30.0 77 3:1

While both electrodes contain both Ni and Cd, this does
not in itself lead to a satisfactory explanation of the
change in ratio.

In order to measure gas evolution during irradiation, a
stainless-steel container with a quartz liner was fabri-
cated. Electrode dimensions and mounting were the same
as those previously described (Ref. 4). The cell was
cycled in the gamma field at 1.4 X 10° rads/hr for about
110 hr. The cycle program was a 6-min discharge at
0.2 amp, a 4-min open circuit, a 6-min charge at 0.2 amp,

a 4-min open circuit, and then repeat. After the cell was
sealed, but before operation began, the pressure dropped
to about —1.7 psig, suggesting that oxygen from the air
in the cell was reacting with the Cd electrode. After the
cell was placed in the Co-60 source, the pressure rose
rapidly (probably because of increasing temperatures)
and then rose more slowly as the experiment progressed
until a positive pressure of about 1.6 psig was reached.

Analysis of the gas indicated that it contained about
8-mol % H,, 2-mol % O., N., and traces of CH, and CO.
Qualitatively, the results can be explained (except for the
presence of CH, and CO) as a fairly normal radiolysis of
an alkaline aqueous solution, as far as is known. The
origin of the carbon compounds is unknown.

During the extension of this contract, the radiolysis of
concentrated KOH solutions, factors affecting the changes
in capacities of the electrode, and more basic electro-
chemical effects of radiation on the electrodes will be
investigated.
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lll. Guidance and Control Analysis and Integration

A. Development of Advanced
Spacecraft Operational Support
Equipment
O. E. Llinderman

The objectives of this operational-support-equipment
(OSE) development task are: (1) to devise more com-
prehensive OSE testing techniques, (2) to develop and
apply margin test techniques for OSE and spacecraft
equipment, and (3) to develop other spacecraft tests
which result in a more reliably operating spacecraft for
the duration of the flight. Subassembly or subsystem
tests which will predict an incipient failure of a space-
craft piece part or component are of primary interest.

A digital test circuit which cycles through a short
operational routine has been assembled for evaluating
various testing techniques. A central computer and se-
quencer (CC&S) spacecraft subsystem will also be used

for this purpose. Possible testing measurements consist
of voltage and temperature margin variations or drifts,
circuit noise level variations, RF noise radiation, and
infrared emission.

1. Digital Test System

The test system (Fig. 1), assembled as a test sample
of a typical digital system, uses available NAVCOR
(Navigation Computer Corporation) printed circuit cards.
The cards include binary counters, shift registers, one-shot
delays, binary-coded-decimal-to-decimal converters, and
various associated gating circuits. Some inverters, drivers,
and delay circuits have been omitted in Fig. 1 for simpli-
fication.

The sequence of operation is as follows: With the actu-
ation of the start switch, the 100-kc frequency reference
provided by the clock generator (Cl) is counted down
by binary counters C2 through C6. A division of 22 is
achieved with the 23 flip-flops used in the countdown
chain. This output is used to turn off the 100-kc reference
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Fig. 1. Digital test system block diagram
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at the end of the 83-sec interval. Approximately 21 sec
after the start of the sequence, flip-flop C23-1 is set,
allowing information being sampled from flip-flop 2 of
C3 to be shifted into the C11-C15 shift register. This
shifting process is terminated when flip-flop C23-1 is reset
after 25 bits of information have been stored in the
shift register.

= After the 50-msec delay provided by the C21-1 one
shot, the information stored in C11-C15 is transferred in
parallel to the C16-C20 shift register. Then, 1 msec later

~ (the C2l-2 delay), the C11-C15 shift register is cleared

and the information in the C16-C20 register is counted
and decoded by C25, C26, and C27 for Nixie display. This

i display is the decimal equivalent (number 13) of the

total number of binary ones counted by C25. The above
shifting process is repeated a second time approximately
40 sec later, with the result that the Nixie indicators show
a total count of decimal 26.

Binary counter C31 also counts the number of binary
ones shifted from the C16-C20 shift register. If the count
is correct, the C24-4 and circuit allows the 100-ke fre-
quency reference to start again for the next cycle, pro-
vided the system is in the recycle mode. On the successful
completion of a normal sequence (obtaining correct count
from C31), a mechanical counter is advanced by 1. Thus,
the sequence is repeated continually (and the mechanical
counter advanced by 1 each cycle) by operating the sys-
tem in the recycle mode. The system stops and will not
recycle if there is a failure or if the sequence does not
present the proper count to C31.

The rack mounting of the circuit cards is shown in
Fig. 2. The means by which a circuit card is mounted
for taking infrared photos and the cabling to place the
circuit card tested in the environmental chamber can
be seen.

2, Status of Testing Techniques

Various tests completed on the test system indicate
that more precise measurements must be made and
testing techniques must be refined.

a. Voltage and temperature margins. The circuit cards
have been individually tested for positive and negative
voltage supply variation of 25 to 30% above and below
the nominal at ambient temperatures. Only the counter
cards failed to function at these extremes. The counter
cards were then checked over this same voltage range
at various temperatures from 0 to 150°F. This informa-
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Fig. 2. Digital test system rack

tion has been plotted in a “shmoo” diagram for reference
condition, and repeatability measurements are being
made. More complete factory test information is being
sought on other cards in the test system to obtain more
meaningful margin test information for these cards.

b. Circuit noise level. Test circuits are being studied
and design information is being sought to determine
noise susceptibility. Present measurements have not indi-
cated that circuits are susceptible to the injection of noise
of several-volts magnitude, although spikes in the counter
chain do give an erratic count.

¢. RF noise radiation. More details of this testing tech-
nique will be obtained from reports by its proponent.

d. Infrared emission. Infrared photos have been taken
of the digital test system cards and each of the CC&S
modules. Circuit card 15, one of the shift registers, is
shown in Fig. 3. Ambient (or gray) background is about
74°F, while the white of the gray scale is about 32°F
above ambient or 106°F. Fig. 4 shows the Ranger CC&S
power transformer-rectifier module. The ambient tem-
perature at the center top edge of the module is 94°F,
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Fig. 3. Shift register, circuit card 15

while the two large white areas (power diodes) are
at 126°F.

Infrared photos readily show various modes of opera-
tion, such as: (1) the duration that electronic switches
are closed, or (2) which register contains a 1 or 0. Slight
variations or drifts in the many components are more
difficult to access. Voltage measurements in the infrared
detector amplifier loop of several hot components on the
circuit cards have been taken on a brush recorder to
determine day-to-day repeatability. Measurements of a
zener diode have been found to vary by 15%. An attempt
is being made to resolve these variations in temperature
readings in terms of changes in circuit conditions, the
infrared measurement equipment, or the operation tech-
nique.
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Fig. 4. Transformer—rectifier module of the Ranger
central computer and sequencer

Improvement of the method of mounting the infrared
radiometer and subject card being measured appears
to be desirable. Investigation of the possibility of mount-
ing the radiometer on a lathe or milling machine is being
delayed until a new and improved infrared camera is
received.

Infrared radiation measurements of a cold soldered
joint were not noticeably different from those of a prop-
erly made joint. These measurements were taken for
various power dissipations in resistors connected to the
joints. An attempt will be made to measure the heat
gradient through good and bad joints where one of the
conductors to the joint is heated and the variation is
determined in heat flow through different joints.
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V. Guidance and Control Research

A. Magnetics Research
K. Kuwahara, F. B. Humphrey, and M. Takahashi

1. Thickness Dependence of the Magneto-
resistance Effect in Thin Permalloy Films,

K. Kuwohara

The magnetoresistance effect is the change in resist-
ance observed when applying a magnetic field to a sam-
ple. It arises from the interaction between conduction
carriers and magnetic fields applied and/or induced;
therefore, any material having conduction carriers ex-
hibits the magnetoresistance effect. The ferromagnetic
metals, however, show an extraordinarily large magneto-
resistance effect at low fields compared to the normal
metals. This enhancement may be attributable to: (1) the
large internal field or spontaneous magnetization, which
is easily varied in direction by applying relatively low
fields; and (2) the strong coupling between conduction
electrons and magnetic electrons (Ref. 1).

A phenomenological relation between the magneto-
resistance AR and the magnetization M is easily obtained.

Accordingly, AR is available as a tool to investigate the
magnetic process in ferromagnetic metals (Ref. 2). Espe-
cially in the case of thin films, AR measurements are
excellent, because the effect is large enough that mea-
surements can be made with accuracy even if the film
is very thin. In this discussion the general aspects of AR
in thin permalloy films and preliminary results of the
thickness dependence of the magnetoresistance effect will
be presented.

a. Magnetoresistance effect in permalloy films. Con-
sider the relationship between the resistance and the
magnetization. In Fig. 1, i and M are the current for
measuring resistance and the saturation magnetization,
respectively. Both are in the plane of the film. The
resistance R, expressed as an expansion of the angle §
between i and M, is:

R=R,(1 +asin’6 + bsin*4 + - - ), (1)

where R, is the resistance when § = 0, and a, b, - - - are
coeflicients. The coefficients of the terms of odd power
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Fig. 1. Electric current i for measuring the magneto-
resistance and magnetization M in the plane of the film

of sin @ are zero because of symmetry. Experimentally
it is confirmed that R can be expressed as:

R= R|| (1 + asin? 0). (2)
This equation can be rewritten using R, as:

AR _ Hu - RL 2
R~ R cos? 8, (3)

where R, is the resistance when 6§ = n/2 and AR is the
change of resistance from the reference state (i.e., when

= 7,/2). Fortunately, in permalloy films near the com-
position 80-20 Ni-Fe, the fractional change in resistance
is fairly large. Fig. 2 is an example of the relationship
expressed in Eq. (2) and of this large change for a
typical permalloy film. The term (R, — R.)/R; is a co-
efficient which determines the magnetoresistive character
of the film and depends on the composition and tempera-
ture (e.g., Ref. 3). As will be seen later, this term also
depends upon the thickness.

With magnetoresistance measurements it is possible to
obtain H,., Hy (Ref. 4), and dispersion. The mechanism
of magnetization flux change, both quasi-static and dy-
namic, can be inferred by observing the AR curve during
the process. Only the method for obtaining the disper-
sion of M will be considered here. When the film is
saturated along its easy direction with a field greater
than about 10 H., M is aligned to that direction. After
removing the field, M will assume some equilibrium
value according to the dispersion of Hy in the film;
hence, the resistance will change. If the direction of
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Fig. 2. An example of resistance change in thin films
of 83-17 Ni-Fe

the current is parallel to the easy direction, the resist-
ance is changed from R, to R,. The average dispersion
a can be obtained approximately as:

1 1 . _ RH - Rr
Z‘( a 1 sin 4a> = R,— R, (4)

b. Thickness dependence of AR. Thin films of permal-
loy were produced by vacuum evaporation from a melt
of 83-17 Ni-Fe onto a hot (300°C) glass substrate with
a deposition rate of 1000 A/min, as was done previously
(Ref. 5). The films for this experiment were 1 X 1cm?,
with electrodes of evaporated gold at both ends. The
current was paralle]l to the easy axis for all the experi-
ments. A field of about 200 oe was applied in the plane of
the film, parallel to and then perpendicular to the easy
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axis. The potential drop between the electrodes was meas-
ured as V, and V, respectively. The magnetoresistance
coefficient (R,— R,)/R, is given by (V, — V,)/V,. The
value of this coefficient is plotted as a function of the
magnetic thickness in Fig. 3. Although the points are
considerably scattered, the coefficient clearly decreases

~ with decreasing thickness below about 600 A.

Resistivity of the films can be calculated using their
size and magnetic thickness. The thickness dependence
of resistivity is shown in Fig. 4. In spite of the scattering,
it appears that the resistivity increases below 300 A.
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It is interesting to consider the difference in resistivity
(pn — p1) when M is parallel and perpendicular to i in
the same way as the magnetoresistance coefficient
(Ry — R.)/R; was considered. As can be seen in Fig. 5,
the scattering of points is less than that for (R, — R,)/R,.
The main feature in Fig. 5, however, is still the same
as that in Fig. 3. The change in resistivity (o — p.) defi-
nitely decreases with decreasing thickness from about

200 A.

As observed in the experiments of microwave absorp-
tion (Ref. 6), Hall effect (Ref. 7), and torque measure-
ment (Ref. 8), the saturation magnetization of permalloy
films having the composition near 80-20 Ni-Fe seems to
decrease with decreasing thickness. The rapid decrease
in M occurs for films thinner than about 100 A. In the
present experiment, either (R, — R.)/R, or (py — p1) also
decreases with decreasing thickness and seems to vanish
at a very small thickness. Though the intrinsic relation-
ship between the magnetoresistance and the saturation
magnetization is not well-known, it is suspected that the
magnetoresistance is closely connected to the magnitude
of M (Ref. 1). Then, such a decrease of magnetoresistance
effect as observed here is also considered a result of the
decrease in M, even though the decrease in the magneto-
resistance begins with thicker films. As mentioned above,
a torque measurement (Ref. 8) was made on the films
having the same composition which were produced in
the same apparatus as those of the present experiment.
The magnetic thickness can then be referred to the true
thickness. The thickness dependence of (p, — p,) after
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Fig. 5. Resistivity difference when M is parallel and
perpendicular to i as a function of the magnetic
thickness of the film
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this correction was made is shown in Fig. 6. Also shown
is the thickness dependence of M and M?, using the
value of M obtained by the torque measurement (Ref. 8).
(All values are normalized.) It can be seen that the
decrease in (p — p;) is proportional to the decrease of
M? rather than that of M.

c. Thickness dependence of the angle dispersion of M.
As mentioned previously, the angle dispersion of M
caused by dispersed Hy can be obtained by measuring
AR. In Fig. 7, the average dispersion « is plotted as a
function of thickness. For films near 1000 A, the dis-
persion is small and only a little scattering is observed
in the results. The dispersion seems to increase with
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Fig. 7. Dependence of the dispersion « upon the
magnetic thickness of the film
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decreasing thickness and becomes significant at about
200 A. The large dispersion observed in extremely thin
films is presumably related to the island structure in
such thin films.

2. Induced Anisotropy in Iron—Cobalt Films,
F. B. Humphrey and M. Takahashi '

Almost all investigations on induced magnetic ani-
sotropy in thin films have been done with various com-
binations of Ni and Fe. Slight additions of Co have been
made in an attempt to increase the anisotropy inde-
pendent of the coercive force. No systematic study of
the Fe-Co system has been made, even though the metal-
lurgy of the bulk material is complicated but fairly well-
known. Actually, magnetic measurements with bulk
material through the entire composition range are very
difficult because of the physical properties of the Fe-Co
alloys. Since evaporated thin films do not present this
difficulty, a comprehensive study of Fe-Co thin films
through the entire composition range is being made.
Particular emphasis is being placed on the induced ani-
sotropy and rotational hysteresis loss. The saturation
magnetization, remanent magnetization, and coercive
force are also being observed. Only the preliminary re-
sults on the induced uniaxial anisotropy will be reported
here.

The films were made by vacuum evaporation, at a
pressure of about 2 X 107 torr, from a melt of the vacuum
cast alloy. For a melt temperature of about 1400°C,
yielding an evaporation rate of 1000 to 1500 A/min at
19 cm, the chemical composition of the resultant film
as a function of the melt composition can be seen in
Fig. 8. The composition of the melt was determined by
standard wet chemical analysis, and the composition of
the films was measured by X-ray fluorescence (Ref. 9).
Generally, two 1-cm D films were made at a time with
the glass substrate at room temperature, and two films
were made with the substrate at 300°C. The film thick-
nesses, also measured by X-ray fluorescence, varied from
500 to 1500 A.

All films exhibited a uniaxial magnetic anisotropy in
the plane of the film. The direction of the easy axis of
this anisotropy was aligned parallel to an applied mag-
netic field in the plane of the substrate during evapora-
tion. The magnitude of the anisotropy was measured at
room temperature using a torquemeter and the method
previously described in Refs. 10 and 11.

‘At the California Institute of Technology, performing work sup-
ported by JPL.
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Fig. 8. Film composition as a function of melt
composition for vacuum-evaporated Fe-Co

Torque curves were taken at various fields up to about
500 oe. The value of anisotropy was obtained by the
linear extrapolation to infinite field on a plot of the peak
value of uniaxial torque as a function of 1/H, as is gen-
erally done for bulk materials (Ref. 12, p. 566). The
magnitude of the uniaxial anisotropy constant, K,, is
shown as a function of composition in Fig. 9 for films
made with the substrate at room temperature during
deposition, and in Fig. 10 for films made with the sub-
strate at 300°C during deposition. The expected phase
of bulk material is indicated at the top in Figs. 9 and 10.

The first striking feature of the data is the magnitude
of the induced anisotropy. Fig. 11 shows anisotropy of
the Fe-Ni system for comparison (Ref. 13). The magni-
tude of the anisotropy constant in Fe-Co is nearly an
order-of-magnitude greater than in Ni-Fe films. Also, in
the composition range 30 to 70% Co, the anisotropy for
a 300°C substrate is slightly greater than that for a film
made at room temperature. This inversion is quite unex-
pected, since all other data are similar to those in Fig. 11,
where the anisotropy for films made at room tempera-
ture is greater than that for films made at elevated
temperatures.

One possible mechanism for magnetic anisotropy in
this system is the Néel-Taniguchi directional order of
atom pairs (Refs. 14 and 15). The induced anisotropy
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Fig. 11. Induced uniaxial anisotropy in Fe-Ni thin films

for bulk Fe-Co (Ref. 16) and Fe-Ni (Ref. 17) is given in
Figs. 10 and 11, respectively. In both cases it is generally
accepted that the anisotropy is caused by pair orienta-
tion. For this type of anisotropy, there is a significant
decrease near the composition Ni;Fe, the ordered struc-
ture in the v (i.e., fcc)’phase, and near FeCo, the ordered
structure in the a (i.e., bec) phase. As can be seen in
Figs. 9 and 10, there seem to be inflections in the range
of the ordered structure composition Fe,Co and FeCo.
This observation leads to the conclusion that pair orienta-
tion is one likely mechanism for this anisotropy. It should
be noted, however, that the shape of the curves in Figs. 9
and 10 is similar to the shape of the curves for magneto-
striction as a function of composition (Ref. 12, p. 664).
Perhaps it is necessary to consider magnetostriction as
indicated in the case of Ni-Fe (Fig. 11), where the peak
in anisotropy for a room-temperature substrate is at the
proper concentration to be explained by pair orientation,
but where the shift in the peak as the substrate tempera-
ture is increased cannot be attributed to pair orientation.
Here, also, magnetostriction is suggested.

Structural imperfections in the form of stacking faults,
dislocations, and vacancies, coupled with impurities such
as oxygen (Ref. 18), might form the basis for induced
magnetic anisotropy. The structure of the Fe-Co films
has not, as yet, been determined, but a reasonable guess

*The face-centered cubic, body-centered cubic, and hexagonal
close-packed phases are signified by fcc, bee, and hep, respectively,
in this discussion.
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can be made by considering the structure data for bulk
material (Ref. 19). Since there is a y — ¢ transition (i.e.,
fcc — hep) about 400°C, pure Co will probably contain
many structural imperfections. Also, many structural im-
perfections can be expected between 75 and 90% Co since
this range is a mixture (a + y) phase at room tempera-
ture. A single phase («) is expected as the Co con-
centration is decreased below the mixture range, so 60%
Co should be well into the single-phase region. If the
mechanism of anisotropy involves crystalline imperfec-
tions, it would be expected that the magnitude of the
anisotropy would depend upon the density of imperfec-
tions. It can be seen that the induced anisotropy at
various compositions in Figs. 9 and 10 does not follow
the expected imperfection density arguments, leading to
the conclusion that crystalline imperfections, as such, are
probably not important in this system.

The preliminary results on the Fe-Co system look very
promising. Work will continue and will be reported in
subsequent issues of the SPS. It is expected that other
magnetic characteristics will be considered, along with
other possible mechanisms for the observed anisotropy.

B. Optical Physics Research

J. M. Weingart and A. R. Johnston

1. Electro-optic Coefficients of Single Crystals
of Barium Titanate

Meyerhoffer (Ref. 20) and Homnig® have shown that
the refractive properties of single-crystal barium titanate
in the ferroelectric tetragonal state and the paraelectric
cubic state can be altered considerably by an external
electric field. The purpose of the work reported here was
to accurately measure these effects as a function of
temperature and field strength in the tetragonal phase
and to compute the corresponding electro-optic tensor
components. '

In general, the tensor components depend both linearly
(Pockels effect) and quadratically (Kerr effect) on the
external electric field, but the quadratic effect does not
become significant until approximately 100°C (Ref. 20).
Throughout most of the ferroelectric range (5 to 120°C),
the effect is essentially linear.

*Homig, A., Electro-optics and Paramagnetic Resonances in Barium
Titanate Single Crystals, Ph.D. Thesis, Stanford University, 1955
{ Unpublished).



The mathematics necessary to relate the experimentally
observed quantities to the theoretical parameters will be
presented first. The notation adopted by Billings (Ref. 21)
and others will be used. The refractive properties of crys-
tals are completely specified by the index tensor a;;. Since
ai; = a;i, the index tensor can be represented by a con-
venient geometric construction, the “index ellipsoid,”
defined as the surface:

a;;jxXix; = 1. (1)

This geometric representation is useful since the principal
directions and associated indices for a plane wave propa-
gating through the crystal are represented by the orienta-
tion and lengths of the semimajor and semiminor axes of
the elliptical intersection of the index ellipsoid and a
plane through the center of the ellipsoid normal to the
direction of propagation. The meaning of the index
ellipsoid is treated in detail in many texts, e.g., Ref. 22.

The linear electro-optic effect is defined as the case
when the a;,’s are linear functions of the external field. It
can be visualized in the most general case as a change
in orientation and dimensions of the index ellipsoid. In
certain cases, the dimensions of the ellipsoid may depend
quadratically on the field when the a;;’s change linearly
with the applied field. This should not be confused with
the Kerr effect, where the tensor components a;; depend
quadratically on the external electric field. The depend-
ence of the refractive properties of the medium on applied
electric field is given by the changes in orientation and
dimensions of the index ellipsoid as a function of the
external field E. This can be reduced to a standard eigen-
value problem (Ref. 23). The field-dependent ellipsoid is:

(ai; + Aa;; (ENxx; = 1. 2)

The quadratic form, Eq. (2), can be represented by the
matrix [a’] = [a] + [Aa]. The eigenvectors X, and the
eigenvalues A, for the matrix equation

([’ =2 [I)X, =0 (3)

are then the perturbed principal directions and inverse
squares of the associated principal indices, respectively;
ie.,

A =ni (4)

1

In tensor notation the linear electro-optic effect is
written

Aai; (E) = riEx, (5)
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where r;;; is defined as the linear electro-optic tensor.
Since the equation is symmetric in the indices i and j,
these indices are usually contracted in the following way

(Ref. 22):

Tensor notation 11 ] 22 |33 (23 |13 | 12
Matrix notation 1 2 3

M
an
[+>]

Eq. (5) is written in matrix form as follows:

Aa; = riEy, (6)

where i may vary from 1 to 6 and k from 1 to 3.

The coordinate system chosen is the conventional
(orthogonal) crystal system (Ref. 22), which is the prin-
cipal axis system for the field-free ellipsoid in barium
titanate. The form of the matrix r;; for the 20 non-centro
symmetric crystal classes which can exhibit a linear elec-
tro-optic effect is given in Ref. 22. Below the fundamental
mechanical resonant frequency of a crystal, the above
matrix includes a piezoelectric-photoelastic contribution
which, in barium titanate, is of the same form as that in
the strain-free case (Ref. 24).

For barium titanate in the tetragonal (4mm) phase,
with the z-direction along the unperturbed polar axis,
the matrix equation for Aq; is:

Aa, . . T
Aa, o Ty
E,
Aa, v . Ty
= . E”
Aa, . T :
E,
Aa; LFEE
Aag

The dots correspond to the matrix elements which are
zero. The equation of the index ellipsoid in the presence
of a field E = (E,,E,, E.) is then, from Eq. (2),

(@ + roE:) (2 + y?) + (ass + r:E;) 2°

+ 2r.(Exxx + Ejyz) = 1. (7)
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The components r,, and r,, describe the effect due to
a c-directed field, and the r..’s describe the effect due
to an a-directed field. Note that

1
any — 5
11 nﬁ’
1
Gy = —
33 n%:

where n, is the index of refraction for a light wave having
its E vector along an a-axis, i.e., in the x or y direction;
similarly, n. applies when the E vector is parallel to the
c-axis.

By symmetry it is clear that, for a c-directed field, the
principal directions will not change and the crystal will
remain uniaxial. This is verified by noting that the matrix
[a’] remains diagonal for a c-directed field:

(an + TIHE(’> 0 0
0 (an + T):zEc) 0 (8)
0 0 (a:m + r:mEc)

Assuming r,E, < < a;; and ruE. << @, the perturbed
indices n\ = (a}s)% and n}, = (@},)" are related to the zero-
field indices by:

n.ﬁ =n,+ Yary, ng Ef" (ga)

g = n, — Y210 E.

(9b)

The validity of this assumption is verified later in this
discussion. There is no practical way to separate the
two coefficients r,, and r,, since the only easily measured
quantity related to them is the induced birefringence,
which depends on their difference. For convenience the
term

T:’«)fi = Tyy — (na/n(-)a Ty

is introduced, so that the field-induced birefringence can
be written as:

An = A (ﬂ: — ) =% i i E. (10)

This is equivalent to defining r,, = 0.
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Consider now an a-directed field, where E, = E, =0
and E, = E,. The eigenvalue problem is given by:

rEq
(11)

The new principal directions are found by solving for
the eigenvectors X, in Eq. (11), again assuming r,.E,

to be small.
X, = (1’ 0, _ﬂ)
Ay, — Ay

X, =(0,1,0)

—reEg
X3:(—li—n0J>
ay — Qs

Thus, a field in the x-direction results in a first-order
rotation of the principal directions in the plane contain-
ing the applied field and polar axis. Designating the
angle of rotation by 4,

(12)

roE,  f ning
g~ ———— =7 ) ke
Q11 a:iﬂ n: L

a. Experimental. In addition to determining the de-
pendence on temperature, the induced changes in optical
behavior were measured at room temperature as a func-
tion of strength and frequency of the applied field. All
measurements were made using the optical bench and
polarimeter described in Ref. 25. For measurements as
a function of temperature, the mounted crystals were
placed in an oven designed to operate to 150°C. The
oven (Fig. 12) consists of a 3-in. D brass tube wrapped
with Nichrome wire and insulated by an Epiglass sleeve.
The endplates are brass, with Epiglass plates again serv-
ing as thermal insulation. This brass tube contains a
fixture which holds the sample mounts. The clamps which
hold the mount to the fixture also serve to make electrical
contact and are connected to two pieces of Teflon-
insulated coaxial cable. The entire oven assembly fits
into a mounting which rotates about an axis passing
through the center of the crystal sample. A vernier dial
permits the reading of this rotation to 1 min of arc.

(13)

Two copper constantan thermocouples were used for
temperature measurements: one being attached to the
crystal and the other measuring ambient air temperature
inside the oven. Optical measurements were made when
the two thermocouples registered within a few tenths



Fig. 12. Sample oven

of a °C of each other to ensure that the measurements
were being made under conditions of thermal equi-
librium,

Measurements were made on two types of single-
crystal barium titanate: r}; with Remeika-type flux-grown
crystals (Ref. 26), which were obtained from the Harshaw
Chemical Company; and r,, with crystals grown by a
radically different method from a titania melt, which
were supplied by Professor Arthur Linz of the Laboratory
for Insulation Research, Massachusetts Institute of Tech-
nology. The Linz crystals were made available in the
form of slices from a boule, from which rectangular sam-
ples 1 mm thick X several mm on an edge could be cut,
with the c-axis in the plane of the sample and parallel
to one edge.

Thin plates of barium titanate which contain the polar
c-axis in the plane of the plate are conventionally called
a-plates. The poling of flux-grown crystals was discussed
in detail in Ref. 27. Flux-grown triangular wings 3 to 8
mm on an edge were placed in concentrated H,PO,,
heated to 150°C, and etched for 2 min. After etching and
cooling, the crystals were rinsed several times with dis-
tilled water and cleaved along the natural (100) directions,
using a watchmaker’s staking tool with a punch ground in
the shape of a sharp chisel. After electroding and mount-
ing, the crystals were poled by heating above the Curie
point (120°C) and cooling through the transition tempera-
ture while maintaining a dc field of 2 kv/cm in the plane
of the plate. Poling of the Linz samples to remove anti-
parallel domains was achieved by temporarily applying
a dc field of 1500 v/cm across the crystal in the c-direction
at room temperature, using distilled water for electrodes.
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Fig. 13. Typical mounted sample

Both types of crystals were electroded on opposite
edges with Aquadag (colloidal graphite); 1-mil gold wires
served as lead-ins. The crystals were mounted on l-in.
squares of Epiglass (epoxy impregnated fiberglass). Strips
of copper bonded to the squares near opposite edges
served as terminals (Fig. 13). Samples A (3.12 X 3.20
X 0.174 mm) and B (2.70 X 2.70 X 0.180 mm) were flux-
grown a-plates, electroded to provide an electric field
in the c-direction, and these were used to determine 7.
Crystal C (1.10 X 4.12 X 3.68 mm) was a Linz sample,
an a-plate electroded to provide a field in an a-direction,
and this was used to determine r,,. Unfortunately, time
limitations prevented the comparison of the two types
of crystals.

b. Applied field in the c-direction. The experimental
configuration for measuring r}, is shown in Fig. 14. The
crossed polarizer and analyzer axes make an angle of
45 deg with the polar c-axis of the sample. The quarter-
wave plate axes are parallel to the crystal axes (Senarmont
configuration; see Ref. 28). This configuration is useful
for measuring retardation, provided the orientation of
the principal directions is field-independent.

If the light entering the crystal were perfectly mono-
chromatic, it would emerge from the crystal with a unique
ellipticity and would thus emerge from the quarter-wave
plate being linearly polarized and light-oriented at an
angle ¢ with respect to the quarter-wave plate axes,
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Fig. 14. Experimental setup for measurement of r};

where ¢ depends on A. An additional field-induced re-
tardation could be measured by measuring the change
in ¢, regarding the initial orientation as a dc optical
bias. In the Senarmont configuration A¢ = %38, where
§ is the retardation measured as a phase angle.

However, due to the 20-A bandwidth of the source
plus interference filter, the wavelength-dependent orien-
tation of the linearly polarized light incident on the
analyzer is spread over about 1 rad for a crystal 0.2 mm
thick, making accurate measurement impossible. To re-
duce this angular spread, another crystal, matched as
closely as possible in thickness to the first, was mounted
in back of the first crystal with the polar axes of the
two crystals oriented at right angles (Fig. 14). The result-
ing spontaneous birefringence then depends on the differ-
ential thickness, which was reduced to 0.01 mm. This
arrangement proved to be satisfactory.

Both of the electro-optic coefficients were found to
be essentially frequency-independent up to 100 ke. The
fundamental piezoelectric resonance is about 750 ke with
the size of samples used. However, with dc fields, space
charge can build up in the crystals, neutralizing to some
extent the effect of the external field. This effect in
barium titanate (Ref. 29) was observed to varying de-
grees in the crystals used in this experiment. At room
temperature the time constant for this buildup was ob-
served to be about 8 sec for Sample A. In addition, the
size of the effect can vary from point to point in indi-
vidual crystals, as well as from crystal to crystal. In order
to minimize this space-charge effect, measurements were
made with an ac (1-kc) applied field.

Fig. 15 shows the optical retardation obtained from
measurements made with both dc fields and at 1 ke on
Sample B. The dc data is consistently 10% lower than
the ac data, indicating that the space-charge effect men-
tioned earlier is present. The dc measurements were made
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Fig. 15. Linearity of r}; effect, showing space-charge
effect seen with applied field

between two consistent sets of ac measurements. Al-
though Meyerhoffer’s data (Ref. 20) indicates that the
electro-optic effect for c-directed fields becomes very
nonlinear within a few degrees of the Curie point, these
measurements made with fields to 2000 v/cm indicate
the linearity of the effect at room temperature.

Measurements of the induced retardation as a func-
tion of temperature were made at 1 ke, with a dc bias
of 500 v (=~ 1500 v/cm) to prevent depoling and a 300-v
peak (=~ 900 v/cm) ac signal applied across the sample.
Using Shumate’s data (Ref. 30) for n, and Meyerhofter’s
data (Ref. 20) for the temperature dependence of the
spontaneous birefringence 8n, (T), i, was then computed.
The induced birefringence An is obtained from the ana-
lyzer setting ¢ (Fig. 14) by:

2rAnt
A

=5 = 24, (14)



where ¢ is the thickness of the sample along the light
path. Then, from Eq. (10),

2)A¢

s = IaE. (15)

The experimental uncertainty due to that in measuring
retardation is about +3% at room temperature, decreas-
ing to +2% at 80°C. An additional uncertainty of +2%
in the value of r5; exists due to uncertainty in measur-
ing E.. Therefore, the total experimental uncertainty is
less than 4%. The experimental values of 7, (T) for Sam-
ples A and B are shown in Fig. 16. The low-frequency
coefficient 74, is 300 X 10-* cm/statv at room tempera-
ture. This is one order-of-magnitude larger than the simi-
lar effect in KDP, rg,. The effect in barium titanate is
compared to that in several other crystals in Table 1.

Table 1. Comparison of the linear electro-optic effect
in barium titanate with that in other crystals

ri3. cm/staty x 1078
T
L
|
|

8
|
|
|

Low-frequency
Crystal electro-optic Half-wave
Crystal class coefficient, voltage®, kv
cm/staty X 10°%
Zn$® Cubic, 43m ta =59 10.25’
cuctt Cubic, 43m ra = 18.4 6.197-7
Ni{CH2™* | Cubic, 43m ra =219 9.15%%
KH.PO,¢ TelragonaI,EZm res — —32,r; = 26 7.5
KD,PO, ¢ Tetragonal, 2m faa = —70 3.4
NHH:PO¢ | Tetragonal, 42m s = —25,ry = 62 9.6
BaTiO; Tetragonal, 4mm rm == 300 (20°C) to 0.4 (20°C)
1,000 {110°C), 10 0.12
re = 2250 (20°C) (110°¢)’
to 750 {110°C)
s\ = 5461 A.
PHexamethylenetetramine.
cRef. 32.
4Ref. 33.
“Ref. 34. -
I/Computed far a cubic sample; for Class 43m, E is aleng [110]; light propaga-
tion is along [110].
95ince nsw1 wos not available, np was used in the computation.
A\ == 5475 A.

The temperature dependence of r5; can be compared
to that of the corresponding dielectric constant K.. In
Fig. 16, K., measured on samples obtained froin the same
source as Samples A and B, has been multiplied by an
appropriate constant in order to match it to 7}, at 25°C,
There is an approximate agreement in form between
3 and K, similar to that found in KDP (Ref. 31).
Meyerhoffer’s work (Ref. 20) indicates that the spon-
taneous birefringence (8n), is proportional to the square
of the spontaneous polarization. If the induced birefring-
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ence also depends on the total polarization, then a field-
induced change in (8n), is given by:

2(8n), 9P,
2E AP, oE

= AP,K.e,, (16)

where A is a constant. Since the induced birefringence is
proportional to 73; for a specified field, we might expect
that

15 (T) ~ P, (T) K. (T). (17)
In Fig. 16, P,(T)K.(T) is compared with r},. It can be
seen that the agreement is somewhat improved, but still
is not good. There is no immediate explanation for this
result.

c. Applied field in the a-direction. Measurements were
made on the Linz-type crystal, Sample C. The experi-
mental configuration is shown in Fig. 17. A null occurs
when the optic axes of the crystal are aligned with the
crossed polarizer and analyzer axes. With a field applied
in the a-direction, the oven assembly (and crystal) is

#; (NORMALIZED TO FIT
r AT 25°C)

3

B K, INORMALIZED TO FIT
risz AT 25°C)

g

r%3 (SAMPLE B)

7’3 (SAMPLE A)

e &@:ﬁﬁ/

20 30 40 50 60 70 80 90 100 " 120
TEMPERATURE, *C

sl

Fig. 16. Plot of r}y, K., and P.K. vs temperature

POLARIZER SAMPLE ANALYZER
c
y T
ad

\J/
Fig. 17. Experimental setup for measurement of r,,
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rotated through an angle # to re-establish the null con-
dition. For fields of ~ 1200 v/cm, § was of the order
of 10 to 30 min of arc, justifying the approximation used
in the derivation of Eq. (13). Linearity measurements
were made only at room temperature. Fig. 18 indicates
that the effect for a-directed fields is also quite linear
at room temperature over a large range of applied fields.
The values of r,.(T) calculated by means of Eq. (13)
for Sample C from both ac and dc measurements are
indicated in Fig. 19. The ac and dc measurements agree,
but there is a 20% uncertainty in the data arising from
instrumental noise. At 23°C some discrepancy in the
data exists. The larger values were recorded first, indi-
cating some depoling of the crystal may have occurred
before the rest of the points were measured.

As with 74, (T) and e, (T), r.. exhibits the same general
behavior as K,(T), although the agreement is not quanti-

. -4 A
o - /

ROTATION, min of arc
o
|
I
i

3
30 -2 = T 200 300 400 500
FIELD, v dc

Fig. 18. Linearity of r,. effect
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Fig. 19. Plot of r,, vs temperature
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tative. Again, the electro-optic coeflicient is enormous,
varying from 2000 X 10-% cm/statv at room temperature
to 750 X 10-®* cm/statv above room temperature. It is
interesting to note that the rotation of the total polariza-
tion vector, as calculated from a measurement of K, at
room temperature for Sample C, is about 50 min of arc
for an applied field of 550 v/cm, corresponding to a
rotation of the principal axes of 18 min of arc at the
same value of applied field.

C. Cryogenics Research
J. T. Harding

1. Cryogenic Gyroscope

a. Ac losses in superconducting niobium rotors. Inves-
tigation of low-frequency magnetic field losses in super-
conductors has been under way since their discovery in
late 1961 (Refs. 35-37). During the past year three nio-
bium spheres have undergone a series of fabrication
and heat treatments in an effort to determine how to
eliminate ac losses in cryogenic gyro rotors. An outline
of the treatments and the test results are given here.

The spheres were obtained from the Minneapolis-
Honeywell Military Products Research Group. The fab-
rication and heat treatments were done at Minneapolis-
Honeywell, while the ac loss measurements were
conducted at JPL. Fabrication of the rotors consisted
of the following:

(1) Rough machining of an annealed niobium rod
(99.9+% pure) to a l-in. D sphere.

(2) Outgassing of the sphere at 2000°C and 10" torr.
(3) Lapping and polishing to 5-uin. sphericity.

(4) Vacuum annealing.

Loss measurements after Step (1) were indicative of
the ac losses of the niobium prior to any special treat-
ment or processing required for the cryogenic gyroscope
application. Successive loss measurements determined the
effect of each subsequent step.

Testing for ac losses consists of observing the decelera-
tion rate of the rotor while levitated in a dc magnetic
field and spinning at 100 rps. A polar plot showing the
magnetic field distribution versus latitude is given in



VERTICAL ————»

Fig. 20. Magnetic field on surface of sphere

Fig. 20. The symmetry axis of the levitational field is
vertical, while the rotor spin axis lies in the horizontal
plane. Formerly, ac losses were measured calorimetri-
cally, i.e., by observing the time required for a thermally
isolated superconductor to heat up to its transition tem-
perature in a uniform ac magnetic field. At Iow loss rates,
thermal isolation was found to be inadequate and desorp-
tion was a problem. The deceleration technique, wherein
energy dissipation is calculated as the decrease in kinetic
energy, is free of complicated side effects and has yielded
reproducibility for loss rates of 2.5 X 107 w.

In order to keep the specimen temperature constant
while absorbing energy, it is necessary to admit some
helium gas into the space surrounding the rotor so that
heat can be conducted to the liquid helium bath. At the
same time, the gas produces drag. The deceleration
caused by the gas can be made a small fraction of the
total deceleration and yet provide adequate cooling for
rotor speeds less than 200 rps. However, a correction
must be made; this is done by measuring the deceleration
at 10-* torr and making use of the linear dependence
of gas drag on pressure in the Knudsen range.
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Table 2. Aclosses at 4.2°K in three niobium spheres

Deceleration Dissipa
= ]
Rotor Condition Speed, | due toac tion®, Torque®,
ps losses, w dyne-cm
ps’ T10% #

MH2 | Rough machined

from ingot —— | Calorimetric data, not reproducible
Outgassed - Calorimetric data, not reproducible
Lapped to 5 gin. 100 45%X10°3 85 1.3
Anneafed 99 6.0X10°° 1.1 1.8X10°*

MH3 [ Rough machined

from ingot — | Calorimetric data, not reproducible
Ovtgassed ——— | Calorimetric data, not reproducible
Lapped to 5 gin. 85 1.0X10°? 160 3.0
Annealed 105 |090X10°* 1.8 27X10°*

MH4 | Rough machined
from outgossed

ingot and
annealed 100 40X10°° 075 { 1.2X107?
Lapped and
re-annealed 103 1.3%X10°° 0.25 | 4.0X10°°
p = Jww.

by = 1.

Test results are given in Table 2; these data were
taken near 100 rps. Data taken over a wide range of
rotor speeds indicate that the deceleration rate or the
loss of energy per cycle is independent of speed. This
implies that the losses are of the hysteresis type and
that the rate of dissipation is proportional to frequency.
No information regarding dependence on field strength
is obtainable since all tests were run in the same field.

b. Gyro tests. The discovery of ac losses ended all
efforts to test the feasibility of the cryogenic gyroscope.
Recently, as discussed above, ac losses have been reduced
to the point where spindown times are extended to days
or months. This makes possible, for the first time, the
observation of a spinning rotor for a sufficient time to
demonstrate behavior as a gyroscope, using the Earth as
a rate table. Drift of the rotor spin axis relative to inertial
space has been measured for each of the outgassed rotors
discussed above. Results are very encouraging in that
drift rates substantially below the Earth’s rate have been
observed.

The system used to support and house the rotor is
shown in Fig. 21. The glass housing is double-walled.
Helium gas for spinup is conducted through the annular
region past the radiation and cooling baffles and exits
through jets located around the levitated rotor. After
operating speed is reached, a high vacuum can be pro-
duced within the housing by pumping on the inner cham-
ber. Two niobium wire-wound coils carrying current in
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Fig. 21. Cryogenic gyro

opposing directions create the gradient field required to
support the rotor. The leads to these coils are shorted
so that they can carry a persistent current. No electric
power is required once the rotor is levitated. The assem-
bly is contained in a stainless-steel double Dewar which
contains liquid helium for maintaining the gyro at 4.2°K
(Fig. 22).

Operation consists of spinning the rotor about a hori-
zontal axis in an approximately east-west direction. Dur-
ing the course of a day as the Earth rotates, the axis of
the ball appears to rotate with respect to the Earth-
fixed Dewar. Neglecting drift, the rotor spin axis will
trace a full circle with respect to the Earth about the
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Fig. 22. Cryogenic gyro in Dewar

Earth’s polar axis during one sidereal day. The rotor
axis is viewed through a port in the Dewar with a
microscope attached to the Dewar. Due to microscopic
irregularities of the rotor surface, the poles are visible
as stationary points at the center of concentric circles.
Since the rotor is a solid sphere, this method of readout
eliminates any need for a preferred spin axis. Because
the microscope has limited freedom of motion, determi-
nation of drift can only be made when the axis is within
the viewing port. In practice the microscope crosshairs
are set on the axis at an initial time, and subsequent
readings are made at approximately 12-hr intervals when-
ever a pole crosses the crosshairs. The crossing times
can be measured with an accuracy of =1 min in time,
which represents an uncertainty of =15 min of arc.

In order to interpret the drift data presented in Table 3,
it is necessary to understand the nature of the observed
drift. The trajectory of the spin axis in inertial space
is very nearly a cone about the Earth’s polar axis. Since
the spin axis is initially almost perpendicular to the



Table 3. Drift data for three rotors

Average
Speed Length Average . torque Static
absolute drift . N
Rotor range, of test, rate required to period,
rps hr ! produce drift®, sec
deg/hr
dyne-cm
MH2 251-219 71.5 0.056 0.020 25
MH3 240-196 92.3 0.562 0.19 45
MH4 99-88 49.5 3.13 0.45 20
er = fwfid.

Earth’s polar axis in the present test, the observed drift
is an east- or west-traced circle. Strictly speaking, the
circle is not perfect; actually the trajectory has a slight
spiral toward Polaris. Drift data for the three rotors
are presented graphically in Fig. 23.

The period of oscillation of each rotor was measured
when first levitated by rotating it slightly from its equi-
librium orientation and observing the ensuing motion.
The period was again measured after the gyro test when
the rotation had stopped. In each case there was no
significant change in period as a result of spinup and
spindown. The static period provides an upper limit on
drift rate by the following relationship:

& 2
T > 0fl,

where T is the static period, » is the rotor speed, and
Q is the precession rate. The drift rate is considerably
below the limit because components of torque perpen-
dicular to the spin axis average out due to spin.

No attempt was made in these tests, neither mechani-
cally nor analytically, to compensate the errors contribut-
ing to drift. Although the rotors were lapped to high
sphericity and then annealed, they were not specifically
mass-balanced. The magnetic field was not adjusted to
reduce drift; the field was predetermined and remained
the same for all tests. The results are presented as raw
data, and none have been omitted.
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Fig. 23. Drift vs time for three niobium rotors

It is felt that these results demonstrate the feasibility
of the cryogenic gyro concept. Not only are absolute
drift rates well below the Earth’s rate attainable, but,
to a large extent, the drift is predictable. The major causes
of drift are the same factors that give rise to a finite
static period: non-sphericity and trapped flux. (In the
case of Rotor MH2, the London moment induced in the
spinning superconductor is an important source of drift,
about 1.1 deg/day.) The sphericity of the rotors can
easily be improved by a factor of 2 to 3. Their asphericity
is over 5 pin., which is the value obtained after lapping
and before final annealing. The sphericity of the rotors
will be measured after the present gyro tests. Trapped
flux can easily be reduced by 2 orders-of-magnitude by
the use of additional p-metal shielding during cooldown.
In the research model gyro, there are a number of design
features which have not been optimized. In a development
model, the rotor size would be at least twice as large.
If possible, the rotor would be fabricated as a hollow
shell, rather than the solid ball used here. The rotor
speed should be increased to as high a value as the rotor
will tolerate, i.e., 1000 rps or more. All of these fac-
tors could reduce drift by approximately 2 orders-of-
magnitude.
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ENGINEERING MECHANICS DIVISION

V. Materials Research

A. Pure Oxide Ceramic Research
M. H. Leipold

The mechanical behavior of polycrystalline oxide
materials is markedly affected by the presence of minor
amounts of impurities (Refs. 1, 2, 3, 4). At high tempera-
ture, deformation is enhanced by the formation of minor
amounts of easily deformed material at the grain bound-
aries resulting in easy slide of one grain past another.
The concept of deformation of grain boundaries in ce-
ramic oxides has been supported by work in the literature
(Refs. 3 and 4).

It is of interest to determine the inherent mode of
deformation of these materials when the effect of impuri-
ties has been eliminated. Because of the unavailability of
oxide materials with very low impurity content such
information is not available,

Other properties of refractory oxides may be affected
by very small amounts of impurities. For example, it has

been reported that small amounts of impurity may result
in an increase in porosity when dense oxides are exposed
to very high temperatures (Ref. 5). Such a suggestion
could be confirmed by examination of materials not
containing these impurities.

In order to make available dense polycrystalline ce-
ramic oxide specimens containing very low levels of
impurity it was necessary, first, to develop powders con-
taining as little impurity as possible and, secondly, to
develop techniques for fabricating these powders into
usable specimens. A possible solution to the first problem,
that of production of very pure powder, was obtained:
and is being presently evaluated. In brief the technique
involved solution of high-purity magnesium metal, extrac-
tion of impurity by means of a selective chelating agent,
and precipitation of magnesium carbonate. This precipi-
tate was then calcined under vacuum to produce very
high-purity, fine magnesium oxide powder.

'Sample from R. A. Weeks, Oak Ridge National Laboratory.

65

[



JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

LOAD
WATER—-COOLED RAM g
1
N
\|
N\ E
N ]
SIGHT PORT N N
. 3 \
2
7 AR
. NN N AR \
, / i 7 7,
2 00
\\ s // N
AENTRELEEEN §/§ Ii\ AESTETNETAINE R
RN / Tt g L
C S 7 —— REFRACTORY SPACER
- 7 IR I
v N 7 o O
/7 s
o %
? e \\ a 1Y
WATER-COOLED FURNACE SHELL ————{1 7 _ N " RAM
O ’3‘ =: =N\ -
V] . Ve N 4 : .
. N -2 ‘9
N aE W
o - Nn DIE
0. e
B 4 [+
e, R O
L e 1 S SPECIMEN
O e 6 . ; o o
] °
THERMOCOUPLES —_—g W . O
3 O . A\ B\ it RESISTANCE HEATING ELEMENT
7 e N o (1 OF 8 SHOWN)
. \ NN .0 9 O
.9 7 .
- td
O Te ° ¢ /// ¢ [ .b
L /// v o
A 7 .
o N O 9
O T re 2777 s 2L 4/,1 IEITIN IR VLD
NERTRIICRF IR EY \;: EYN) 5 \/
N

% AN\ ¢ i

2772722

O N >

I2in.

—

Fig. 1. Cross-section of oxide hot-press chamber

66



The second step in the production of dense polycrystal-
line specimens was a technique which will permit densi-
fication of the fine pure powders without the introduction
of additional impurity. One of the best techniques avail-
able was hot pressing. However, one serious problem
with the normal graphite die hot pressing has been the
introduction of impurity from the graphite dies and, to
some extent, introduction of graphite itself to the oxide
powders. A modification of this standard hot-pressing
procedure which to a large extent will eliminate these
problems was the use of aluminum oxide dies and rams
at lower temperatures. The higher strength available in
the aluminum oxide material permitted the use of higher
pressing pressures and consequently produced theoreti-
cally dense material at lower pressing temperatures. The
combination of greater compatibility between the oxide
dies and rams with the oxide powder and lower tempera-
tures greatly reduced the tendency toward contamination.
In addition, the use of lower pressing temperatures
resulted in a material having an extremely fine grain
structure. Oxide die hot-pressing technique has been
reported in the literature (Ref. 6).

An oxide die hot-pressing facility has been designed
and constructed at JPL and is shown in Fig. 1. The unit
may be operated under a vacuum of the order of 50 4 or a
variety of gas atmospheres including pure oxygen. Pro-
vision was made for improved vacuums if required. The
unit has a maximum operating temperature of 1200°C
and loads up to a maximum of 40,000 Ib may be applied.
Linear heating and cooling rate were automatically
controlled.

A critical portion of an oxide die hot-pressing system is
the choice of die material. Aluminum oxide is the most
widely used because of the relatively high strength at
1100°C (approximately 30,000 psi). The most successful
dies used to date have been those which have been hot
pressed to 99% theoretical density at this laboratory
from Linde A5175 alpha alumina (Ref. 5). Some attempts
have been made to use a high-grade commercial alumi-
num oxide. This material had comparable purity to the
JPL material; however, the density was about 93% of
theoretical. The commercial aluminum oxide was not
nearly so successful a die material, failing every time
under normal use conditions. Further, entirely different
modes of failure were encountered between the two
materials. The commercial aluminum oxide failed quite
docilely into two pieces, while the JPL pressed material
shattered when it did fracture, scattering many pieces
throughout the furnace.
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Attempts have been made to support the commercial
aluminum oxide dies by means of %-in. thick by 1-in. wide
molybdenum rings (Climax Corporation, Grade TZM)
which are ground to fit the outer surface of the die case.
The size of the ring is adjusted so that at 1100°C all of
the load will be theoretically supported by the molybde-
num ring. This technique has been successful and has
reduced die failures using the commercial material to
approximately one in ten. However, use of the die is
limited to a vacuum or inert atmosphere.

Some experimentation is also under way using other die
materials. Molybdenum TZM dies have been successfully
used; however, galling occurred between the die and
rams and the components could not be separated without
a fracture. Modifications of the technique are under con-
sideration. Also refractory carbide dies may be used, both
for the oxides and for use in the high purity carbide
research program.

Specimens produced by the oxide die hot pressing have
been limited to small pieces of material, while the tech-
nique was developed and knowledge of pressing param-
eters determined. Figs. 2 and 3 show micro and macro

Fig. 2. Electron micrograph of oxide die hot-pressed
MgO. Black lines are 1 . apart.
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Fig. 3. Oxide die hot-pressed MgO, 2 mm thick. Specimens polished on both sides.

views of oxide die hot-pressed magnesium oxide produced
from commercial 0.1-p starting material. The electron
micrograph (Fig. 2) was prepared by Sloan Research
Industries, using the Parlodion replica technique. The
specimen was polished and steam etched. Both specimens
were pressed at 1150°C, 15,000 psi for one-half hour. The
left specimen (Fig. 3), which is colorless, was pressed
under vacuum, while the right specimen, which is pink
in color, was pressed in air. The difference in color has
been at present attributed to the oxidation state of minor
impurity within the materials, and is presently under fur-
ther investigation. The starting material of each of these
specimens, Fisher Grade M300 magnesium oxide, was
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reported approximately 99.5% pure, containing 0.1 to
0.2% each of calcium, silicon, and iron as the principal
known impurities.

Several pressings have been made using the higher
purity magnesium oxide produced at this laboratory.
These have generally been successful and have indicated
that pressings may be accomplished at lower tempera-
tures than required with the M300 material. This would
be a result of the finer particle size obtained when the
high purity MgO is calcined in vacuum at temperatures
in the 400 to 800°C range. Early hot pressing tests made



i

with a sample of high purity MgO calcined 900°C in air?
were not successful. It was necessary to substitute vac-
uum calcining for the previously used air calcining to
obtain powders which were sufficiently fine to permit
fabrication into dense specimens in the oxide die hot
press. The material calcined in air was composed of par-
ticles 1 to 2 x D, while the vacuum calcined material
should yield particles in the range of 0.01 4. Some prob-
lems have been encountered with incomplete calcination
in the high purity magnesium oxide. These problems have
taken the form of delamination of the pressed specimens,
and failure to attain theoretical density. Investigation of
this material will continue.

zR. A. Weeks, Oak Ridge National Laboratory, private communi-
cation.

B. Pure Carbide Ceramic
Research
M. H. Leipold

The work reported in Ref. 7 on the production of dense
pure tantalum carbide specimens is continuing with most
of the effort being concentrated on the purification of
available raw materials. Heating tantalum containing 0.1
wt % oxygen in a high vacuum lowered the oxygen con-
tent; however, the finely divided tantalum powder sin-
tered into a solid and could not be used in the production
of tantalum carbide without particle size reductions.
Particle size reduction of a malleable metal such as tan-
talum was felt to be difficult without introduction of
additional impurities.

A second purification approach was attempted by dis-
solving hydrogen into the tantalum metal powder at
450°C and 0.1 torr hydrogen pressure. It was hoped that
subsequent removal of the hydrogen would remove the
oxygen impurity. The hydrogen used had been purified
by diffusing it through palladium at 325°C. The hydrogen
was removed from the tantalum at 800°C in a vacuum of
2 X 107 torr. Chemical analysis indicated no reduction
in oxygen levels as a result of this treatment.

A third technique employed carbon to remove oxygen
from the tantalum and was successful. Thus the carburi-
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zation of the tantalum to form tantalum carbide powder
and the removal of oxygen could be accomplished simul-
taneously. By this technique tantalum carbide powder
has been produced with oxygen levels of approximately
0.03 wt %. This carbide powder has been produced from
National Research Corp. Grade SGQ tantalum powder
and from Speer Carbon Co. No. 11 nuclear flour. The
graphite flour had been degassed at 1200°C in vacuum
of 2 X 10 torr before use and stored in a dry helium
atmosphere. These materials were reacted in vacuum of
the order of 5 X 10 torr at temperatures above 1400°C.
After 8 hr at 1800°C, a stoichiometric mixture of carbon
and tantalum had proceeded to 92% completion.

It had been noted during the investigation that merely
exposing the finely divided carbide powder to the air
results in additional oxygen and nitrogen contamination.
In one case the oxygen level changed from 0.03 to 0.09
wt % and in another case from 0.09 to 0.3 wt % after
48 hr in air. Nitrogen increases were also evident although
not so pronounced. These differences in sensitivity to air
contamination may be a result of uncontrolled differences
in particle size of the carbide powder.

These purification techniques have resulted in the ca-
pability of producing tantalum carbide powder containing
approximately 0.03% oxygen, 0.015% nitrogen, and total
metallic impurities of approximately 0.01%. Such mate-
rials should be satisfactory for initial investigation of
mechanical properties.

During the investigations reported here a commercial
source of tantalum carbide became available which may
be capable of approaching, although at present not equal-
ling, the levels of purity attained here. This source will
be evaluated and the possibility of obtaining material
purified to a still greater extent will be investigated.

The second phase in obtaining usable tantalum carbide
specimens for evaluation is the hot pressing of this high
purity powder into dense polycrystalline blanks. A vac-
uum hot press has been purchased and is presently being
installed. This unit is designed for maximum operating
temperatures of 2500°C under inert gas or a vacuum.
The vacuum would be of the order of 10-* torr below
2100°C. Above this temperature the volatility of carbon
limits the vacuum attainable. With this hot press it is
expected that specimens closely approaching theoretical
density can be fabricated without introduction of addi-
tional contamination.
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C. Graphite

W. V. Kotlensky

1. Glassy Carbon

Preliminary tensile results on glassy carbon were re-
ported previously (Ref. 8). Additional tests have been
made for the purpose of delineating its high temperature
tensile behavior.

The glassy carbon was supplied by the Tokai Electrode
Manufacturing Company. Two different lots were tested.
These were reported by the manufacturer to have been
heat-treated at 2000°C (Lot 228) and 3000°C (Lot 229)
and to have a density of 1.50 g/cm?®. Tensile results are
given in Table 1.

As seen in this table the strengths of these two lots are
not markedly different. The scatter in the data is not
unexpected for such a new material. Over the tempera-
ture range studied, both lots are from 2 to 4 times
stronger than standard pitch-coke graphites, and show
the same behavior as pitch-coke graphites of increasing
strength up to 2500°C, followed by a dropoff in strength
above this temperature. When compared on a strength-
to-density ratio basis, the strength of glassy carbon ap-
pears more remarkable. At 2500°C, for example, glassy
carbon is as strong as pyrolytic graphite.

The ductility at 2500°C and above as evidenced by the
recorded elongation for Lot 228 (the material heat-
treated at 2000°C) is similar to pitch coke graphite, and

Table 1. Tensile properties of glassy carbon

Lot 228, Lot 229,
Tost heat-treated at 2000°C heat-treated at 3000°C
Temperature, Ultimate Recorded Ultimate Recorded
°C strength, elongation,” strength, elongation,*®
psi % psi %
Room temp. 5,400 — 5,900 —_
1600 8,000 0.5 8,100 0.7
1600 6,700 0.15 6,400 0.6
1900 11,300 1.2 11,800 1.1
1900 16,100 2.5 10,000 1.3
2200 17,500 2.3 12,100 11
2200 16,700 2.6 14,800 3.6
2500 20,800 13.2 14,400 2.1
2500 20,100 9.0 20,800 3.4
2500 — _ 25,300 3.8
2700 16,100 23.2 20,400 5.4
2700 17,700 33.1 16,400 1.8
2900 10,400 12.2 14,200 2.5
2900 12,700 23.5 15,500 3.9

aCorrected for deformation in the filleted regions.
Straln rate — 2 X 10-4in./in./sec.

is markedly greater than Lot 229 (the material heat-
treated at 3000°C). The lack of appreciable ductility in
the Lot 229 glassy carbon can be attributed to the
3000°C heat treatment, since this is the only reported
difference between this lot and Lot 228. Continuing
studies are being made on the effect of heat treatment of
Lot 228, tested at temperatures above 2000°C, as well as
on structural changes of the heat-treated and deformed
materials.
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VI. Electromechanical Engineering Support

A. The Packaging of Integrated
Circuits
L. Katzin
The use of integrated circuits (chips') has the follow-
ing advantages: reduction in volume, weight, and power

consumption; improved reliability; increase in frequency;
and reduction of design and fabrication time.

1. Definition of Problem

As low-level chip assemblies are combined to form
larger portions of a system, the packaging density de-
creases because of large unusable voids in the resulting

1A chip is a miniature circuit formed of silicon, typically 0.005 in.
thick and e in. long. Sunk into the chip in gaseous form, under
high temperatures, are microscopic particles of impurities (such as
boron or phosphorous) which act as transistors, diodes, and other
electronic components. The tiny particles are connected by a thin
coat of metal (usually aluminum) which is vaporized and con-
densed onto the surface of the silicon, where it is etched into a
circuit pattern. The final product is encased in a metal or ceramic
container, with little metal connections protruding from it.
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geometry. In four integrated circuit modules being built
for JPL, the volumetric efficiency varies from 2 to 5%.

Chips have a higher inherent reliability than corre-
sponding circuits made from discrete conventional com-
ponents. The assembly of chips requires a higher level
of human dexterity than the assembly of conventional
components. Because of the density of interconnections,
packaging engineers attempt to increase interconnection
area by designing in three dimensions. With the increased
complexity, the reliability of the assembly may not offer
as great an advantage as the reliability of the chip indi-
cates.

An additional problem which arises with tight multi-
layer packaging of chips is the limited capability for
change and repair and the resulting reliability degrada-
tion when repairs or changes are made.

The packaging problem is being studied with the
objectives to:
(1) Decrease the human element in assembly.
(2) Allow for repair and change with reasonable ac-
cessibility.
(3) Reduce design and fabrication time.



(4) Reduce number of joints.
(5) Eliminate friction contacts in flight.

Three complementary studies are now in various stages
to develop: (1) a technique for interconnecting chips on
a modular level, (2) a method for interconnecting mod-
ules, and (3) a microminiature connector.

2. Interconnection of Chips

The technique for interconnecting a group of ten to
thirty chips into a module is based on a system of lam-
inated preforms. This system permits complex intercon-
nections with a minimum of junction interfaces, a

*Katzin, L., “The Interconnection of Integrated Circuit Chips,” JPL
interoffice memo, January 1964,

Fig. 1. Models of interconnection sticks
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practical minimum of the human element in assembly,
and very little lead time. Maintenance, repair and change
capability are possible at the component level. The pre-
forms being used in the initial mockups are “fish skele-
tons” of thin beryllium copper, each of which represents
a circuit nodal point. These preforms can be cut at the
main trunk as often as necessary, thus establishing more
circuit nodes (Figs. 1 and 2). Ribs are removed as
needed, and the preforms are laminated one on top of
the other, separated by ribbons of insulation. The lam-
ination when finished will resemble an original preform,
with only one rib extending from each side at any
position and a greater trunk (spine) thickness. The ribs
are then folded up and the entire lamination is placed
into a plastic trough.

Chips are placed on top of the trough such that their
leads are superimposed upon the ribs of the preformed
laminate. The leads are then welded to the ribs with a
conventional resistance or gap-welding technique. There
is only one weld per lead to interconnect all of the chips
on the trough (or stick). A stick 0.200 X 0.150 X 4.50 in.
is capable of interconnecting fifteen Texas Instruments
chips, permits 30 input and output leads, occupies 0.125
in.* and has a volumetric efficiency of approximately 10%.

As mentioned, the first prototypes have been limited to
a stick geometry; however, it appears quite reasonable
to use the same technique in a planar orientation, which
would permit more chips in a module assembly (a 3 X 3
in. module could accommodate 120 chips, still requiring
only one weld per used chip lead).

Fig. 2. Interconnection stick and nodal preform
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The technique as described requires very little design
time, as the circuit information can be used in tabulated
form and the removing of ribs and cutting of trunk can
be pseudo-automated with graphic arts, or totally auto-
mated by a punched tape.

One trial stick has been built, and simple tooling has
been completed for a second model. This general tech-
nique has been adopted by Fairchild Space and Defense
Systems in performing a contract for JPL.

3. Module Interconnection

An effort is under way to develop a technique of weld-
ing magnet wire through the insulation. The intended
application for this process is a back panel or “mother
board” which will permit high density point-to-point wir-
ing from a programmed instruction. This is not automa-
tion for cost reduction, but rather for control (which
means reliability) and time saving (which means flex-

ibility }.

The intent is to interconnect a miniature high density
terminal board point-to-point on centers of 0.032 to
0.050 in. in so little time that rather than changing the
interconnect, a new revised panel can be built to replace
the old one. This will provide on a 3 X 2% in. panel,
interconnect capacity for ten 3 X 3 in. modules of 120
chips packaged as described above, or a totally intercon-
nected module of 1,200 integrated chips in a block of
3% X 3 X 2% in. (26% in.?) or about 4% volumetric
efficiency on a system level.

This technique would also simplify and increase the
reliability of memory array terminations, where magnet
wire is now used. Preliminary investigation and experi-
mentation resulted in very strong confidence in the ability
of industry to solve this problem without a significant
change in today’s state of the art.

4. Microminiature Connector

A microminiature connector is in its second stage of
development. The simplicity of design offers potentially
very high reliability with a selection of wide range of
insertion and withdrawal forces. The principle of this
connector differs from that of conventional connectors
in that the female is rigid and the male element is de-
flected.
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The male pin is gold-plated beryllium copper spring
wire, 0.016-in. D. This pin is engaged into a seam-
less brass tube 0.020 1.D. with 0.006-in. wall, with a
slight “S” bend in the shank. This bend is approximately
an 0.020-in. offset, which is sufficient for a good mating
action, yet not sufficient to exceed the elastic limit of the
male pin. The adjustment in insertion and withdrawal
force can be made at the time of manufacture by vary-
ing the amount of offset.

This connector could be used with the stick assembly
and/or the “mother board” to provide pressure contact
assemblies through test and checkout and later con-
verted to a welded joint which could be reconverted to
a pressure contact if necessary.

B. Welded Electronic Packaging

R. M. Jorgensen

Recent efforts in welded electronic packaging have
been divided between providing JPL with a facility
capable of accomplishing flight quality rework and fabri-
cation, and actually performing such fabrication. As a

Fig. 3. Large throat depth welding station



flight quality fabrication shop, an air-conditioned “white
room” environment is maintained because the output of
welding power supplies drift with temperature suffi-
ciently to require close temperature control. The facility
has been equipped with three welding stations designed
for cordwood module fabrication and one station for
much larger work, such as matrix fabrication or repair
(Fig. 3). The major difficulty in providing a flight-quality-
level welding facility is the proper training of personnel,
both for operation and technical direction, since re-
sistance welding is not a widely known technology. To
this end, a moderate amount of prototype fabrication has
been performed and a very limited amount of flight
hardware has been assembled.

Fig. 4. Mariner C absorptivity standard — thermometer
standard
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Items fabricated ranged from the Mariner C (Mars
Mission, 1964) Mars Gate and Absorbtivity Standard
Thermometer Assembly (Fig. 4) to some moderately
complex digital circuit modules for a prototype model of
the nonreal-time, data automation systems (NRT DAS)
from Mariner C assembled with typical electronic com-
ponents (Fig. 5). The NRT DAS modules were also as-
sembled into subassemblies in which portions of the
interconnection were welded.

A follow-on effort to the NRT DAS prototype modules
is a design study to provide an all-welded subsystem.
Prototypes of this system will be fabricated and a com-
plete mockup fabricated and subjected to vibration tests
to determine the structural limitations of the projected
design concept,

2

INLCH

Fig. 5. Emitter follower module
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ENGINEERING FACILITIES DIVISION

VIl. Aerodynamic Facilities

A. Wind Tunnels

E. A. Nierengarten, P. Jaffe, G. M. Goranson, J. J. Minich,
R. W. Weaver, and M. J. Argoud

1. Mariner Blunt Body Stability,

E. A. Nierengarten and P. Jaffe

To obtain static aerodynamic coefficients a wind tunnel
test was performed on Mariner planetary entry config-
urations; the test is outlined and the configurations are
described in Ref. 1. Some results of the test at Mach
number 4.54 are presented here, along with results as
predicted by the unmodified Newtonian impact theory.

In particular, the normal force coefficient (Cy) for each
configuration, as obtained from the test and theory, is
presented as a function of the angle of attack. (At 90-deg
angle of attack the normal force is parallel to the flow
and is, therefore, the drag.) Fig. 1 shows the influence
of centerbody length on the normal force coefficient for
configurations having similar forebodies and afterbodies.
Agreement of theory with actual Cy is reasonably good.
The family of configurations considered in Fig. 2 has
similar forebodies with various centerbody lengths and
conical afterbody angles. The impact theory does not
adequately describe the actual normal force coeflicients
for this family.
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Fig. 1. Normal force coefficient (Configurations 1,2, 3,4)

2. Free-Flight Body-Drogue Studies, G. M. Goranson
Wind Tunnel Test 20-579 was conducted as a prelim-
inary investigation of supersonic forebody-drogue con-
figurations in free flight with regard to both drag and
dynamic behavior. A previous test (WT 20-567, Ref. 2)
indicated that a drogue has a significant effect on the
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stability of a forebody at high oscillation amplitudes.
Subsequently, a more comprehensive investigation pro-
gram was initiated, and Test 20-579 is an early result.

The following parameters are considered to be sig-
nificant to the testing of the forebody-drogue system in
free flight:
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CONFIGURATION

JPL TEST NEWTONIAN THEORY

NO. RESULTS (UNMODIFIED)
5 Q st i ieceens
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Fig. 2. Normal force coefficient {Configurations 5, 6,7, 8)
Geometric (7) Launch mode (i.e, relative position of drogue and
(1) Forebody shape. forebody at launch).

(2) Drogue shape.
(3) Ratio, drogue diameter to forebody diameter (d/D).  Dynamic

(4) Ratio, tow line length to forebody diameter (I/D). (8) Ratio, mass of forebody to mass of drogue.
(3) Attachment method of tow line to the bodies. (9) Nature of tow line material (i.e., mass, flexibility, =
(6) Launch angle of attack of forebody. elasticity). .
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(10) Moments of inertia of each body.

Flow
(11) Mach number.
(12) Reynolds number.

Figs. 3 and 4 illustrate the ranges of geometric parameters
1 through 5 used in this test. Launch angle of attack of
forebody was 0, 35, 90, or 180 deg. Launch mode refers
to the two alternative methods used for releasing the
models into free flight: either restraining only the fore-
body prior to release (with the drogue trailing in the
stream), or holding both bodies side by side prior to
release thus allowing the drogue to “deploy” downstream
to the length of the tow line, after release into free flight.
No attempt was made to vary the remaining parameters
for this test. The mass of the drogues was simply made
small compared to the forebodies; the tow line was nylon

—»| |[=—020D
L T R=l.2 D ‘T

b 1y

R=0.25D R005D—" tas| 200
V-1 HI-DRAG NO. |
(HD-1)

R=0.423 D
A=l TRI-BRIDAL DETAIL
(REAR OF A-1)

Fig. 3. Forebody configurations

50D
A-l 5D
v 38
5D
10 b
1.5D
1.0 D
1.5D
{I.OD
| I r T7=11:8 5]80- AND 90-deg
HD-1 D=100 in. @% — d={::gg CONE ANGLES
4—— 2= 150] 100-deg
p—<q_ 9= 150 CONE ANGLE
ey
<110 D
15D

Fig. 4. Forebody-drogue combinations
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fishing line (10-1b test); forebody moment of inertia/mass
ratio was designed to yield the maximum number of
oscillations in the test section. Test conditions were: Mach
number, 4.5; Reynolds number/in., 7.5 X 10%; dynamic
pressure, 0.68 psia.

Definitive quantitative results of this test will be pre-
sented when the data are reduced and analyzed. How-
ever, some preliminary qualitative observations are:
drogue drag values for the 0-deg launch angle cases are
significantly below free-stream values and show a defi-
nite decrease in drag with increasing trailing distances
for the range tested. Significant pitch damping of the
forebody oscillation occurs in both the 90- and 35-deg
Jaunch angle regimes. Damping has been observed, even
in the case of an apparently slack tow line, throughout
the flight.

Results of this test thus far indicate a large amount
of information of potentially great interest to be gained
through the investigation of the above parameters. Fur-
ther analysis and investigation are planned.

3. Gemini Abort System Dynamic Stability, ,. . Minich

Wind Tunnel Test 20-583 was a NASA-sponsored test
of a Manned Space Flight Center (Houston, Texas) scale
model of the Gemini abort seat and passenger. Purpose
of the test was to obtain dynamic stability data for the
seat and passenger at abort conditions of Mach number
and dynamic pressure. The approximate aerodynamic

Fig. 5. Dynamic stability models
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Fig. 6. Dynamic stability test installation

parameters for the test were Mach numbers of 1.33, 1.65,
2.21, and 2.81 and corresponding Reynolds numbers/in.
of 0.06 X 10° through 0.18 X 10°. The test variables and
ranges were release angle of attack from 0 to 340 deg,
The models were supported on a transverse rod with
ball bearings. Oscillatory motion data were obtained with
a conventional 16 mm movie camera. Model configura-
tions, along with the test installation, are shown in
Figs. 5 and 6.

4. Advanced X-15 Stability, r. w. weaver

A series of NASA-sponsored Wind Tunnel Tests
(20-582 and 21-160) was recently completed on the modi-
fied version of the extended performance X-I5 research
aircraft. The configurations tested to obtain stability and
control data were essentially the same as those in Ref. 3.
The most significant modification tested was the addition
of canard control surfaces on the forward fuselage
(Fig. 7). The canards were added to give longitudinal

Fig. 7. Canard control surfaces on X-15 model
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control during high angle-of-attack re-entry flights. The
approximate aerodynamic parameters for the test were
Mach numbers from 148 to 8.00 and corresponding
Reynolds numbers/in. from 0.35 X 10° to 0.21 X 10°. The
test variables and ranges were angle of attack from —10
to +44 deg, and angle of yaw from —4 to +10 deg.

PRESSURE ORIFICES

Y"IS-deq WEDGE SHOCK

GENERATOR

.....

5. Saturn Fin Shock Impingement Heat Transfer,

1. 1. Minich

Wind Tunnel Test 21-155A was of the Boeing Com-
pany (Huntsville, Alabama) shock impingement heat
transfer model. The NASA-sponsored test was made to
obtain heating rates and pressure distributions in the
area of shock-wave impingement. Approximate aerody-
namic parameters for the test were Mach numbers 5.0,
6.0, and 8.0 with corresponding Reynolds numbers/in.
of 2 through 10 X 10*. The test variables and ranges
were fin yaw angle from 0 to 10 deg. The model con-
figuration consisted of a 15-deg wedge as a shock-wave
generator and an instrumented, 0-deg swept fin (Fig. 8).
The test was a continuation of WT 21-155 (Ref. 4) in
which heating studies were conducted for a 30-deg swept
fin with the same shock generator and at the same tunnel
conditions.

6. Aerobee Stabih'fy, M. J. Argoud

NASA-sponsored Wind Tunnel Test 20-587 was of
the Space General Corporation (EI Monte, California)
0.05909-scale Aerobee 350 wind tunnel model. The test
was conducted to obtain aerodynamic force and moment
coefficients as a function of roll position. Approximate

Fig. 9. Sting-mounted installation of Configuration T in the 21-in. HWT
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aerodynamic parameters were Mach numbers 2.8 to 5.0
and corresponding Reynolds numbers/in. of 0.34 X 10°
to 0.17 X 10°. The test variables and ranges were angle
of attack from —4 to +16 deg, and angle of roll from
—10 to +90 deg. The model configuration was made
up of a tangent ogive nose with a fineness ratio of five,
followed by a cylindrical afterbody with cruciform tail
surfaces at the aft end. Four semicircular shrouds were
spaced about the periphery of the vehicle beginning at
the aft end of the ogive and ending at the leading edges
of the tail fins. Forces and moments were obtained for
the complete configuration.

7. Expandable Rocket Nozzles, . w. weaver

Tests were recently conducted in the JPL Hypersonic
Wind Tunnel (HWT) on expandable rocket nozzles for
upper stage vehicles. The test program was initiated by
Aerojet-General Corporation (Sacramento, California) and
is sponsored by the Department of Defense. Objective of
the tests was to investigate the aerodynamic effects of
external flow on the opening characteristics of the
nozzles.

Three models were tested. Each was a possible upper
stage vehicle. The models were mounted in one of two
ways: conventional sting mount (Fig. 9), or floor-mounted
strut (Fig. 10). The expandable portion of the nozzles
(referred to as skirts) was made using two different
methods: (1) electroforming the skirts on male molds
which produced skirts that were somewhat stiffer than
desired and (2) mechanically forming the convolutions
in the skirt which yielded skirts with the scaled charac-
teristics of the full-scale items.

Fig. 10. Strut-mounted installation of Configuration V
in the 21-in. HWT
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The rocket gas flow was simulated by using gaseous
nitrogen. A problem arose because of the relative mass
flows between the wind tunnel and the rocket. Under
certain conditions the mass flow from the rocket was
approximately equal to the mass flow of the tunnel. The
result was separated flow in the test section which gave
erroneous data for those particular runs. The average
aerodynamic parameters for these tests were Mach num-
bers from 6.5 to 9.0 and Reynolds numbers/in. from
0.02 X 10° to 0.21 X 10,

B. Hypervelocity Laboratory

F. R. Livingston, G. M. Thomas, and W. A. Menard

1. H,-N, Shock-Tube Results, . r. Livingston

Unheated hydrogen has recently been used as the
driver gas in an existing 3-in.-D, 17-ft-long shock tube
(Fig. 11) in the Hypervelocity Laboratory in order to
obtain shock velocities of over 12,000 ft/sec in nitrogen
gas. To reach the maximum test gas temperature in an
unheated shock tube, hydrogen gas must be used to
drive the shock. The theoretical shock velocity limit
using hydrogen driver gas is more than twice that of
helium, the next best driver gas.

Performance was computed for the 3-in. shock tube
by methods of shock-tube theory accounting for the
steady flow in the 2.125-in.-square orifice at the dia-
phragm station. The hydrogen driver gas was assumed
to be a perfect gas. The nitrogen gas incident and re-
flected shock conditions were obtained from the real
gas computations of Ref. 5. Experimental shock speed
results were obtained by measuring the time of arrival
of the incident shock at stations near the driven end
of the shock tube. The experimental shock speed-
pressure ratio results are shown in Fig. 12 along with
theoretical results. The experimental shock speed is some-
what less than expected from theory. Loss in speed is
usually attributed to viscous effects not included in the
theoretical considerations. However, viscous attenuation
of the shock is certainly not noticeable in Fig. 13 where
shock position is shown as a function of time. Additional
investigation is required here. In addition to shock speed,
the pressure behind the incident and reflected shock
was measured with a Kistler, Model 601, piezoelectric
pressure transducer located at Station 6. Reflected shock
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pressure ratios show good agreement with the calcula-
tions of Ref. 5.

Safety precautions taken while using hydrogen include
ventilation of the overhead regions in the building and
the venting of used gases to the outside of the building.
Tests show that hydrogen can be safely used to drive
shocks at speeds to 12,000 ft/sec in nitrogen. Experi-
mental pressure-velocity relationships show reasonable
agreement with theoretical calculations.
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2. Planetary Gas Radiation, G. M. Thomas and W. A. Menard

An experimental investigation is currently being con-
ducted in the electric shock tube in order to: (1) measure
the equilibrium and nonequilibrium spectral radiation
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Fig. 14. (a) Schematic of optical path; (b) apparatus for making spectral radiation measurements

behind an incident shock wave and (2) measure the total
radiative heat transfer to the stagnation point of a model
in gas mixtures similar to the atmospheres of Mars and
Venus. The atmospheres of both planets are believed
to be mainly carbon dioxide and nitrogen with possible
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Fig. 15. (a) Oscilloscope traces from two
monochromators viewing the test
gas radiation; (b) measurements

obtained from each trace

fp—M

trace amounts of argon, but the exact percentages of the
components are not known. For this reason it is necessary
to investigate the radiation from several different mixtures
to determine the effect of composition on the radiation.

In the current study the spectral radiation behind the
incident shock wave and the radiative heat transfer to
the stagnation point of a flat-faced cylinder are being
measured for shock speeds ranging from 20,000 to 30,000
ft/sec, and gas mixtures of 9, 30, and 100% carbon dioxide
with the remainder being nitrogen. The initial driven
tube pressure is 0.250 mm Hg. Spectral radiation is
measured over the wavelength region from 3600 to
10,000 A and the total radiation measurements cover
the region from 0.3 to 2.7 p.

The spectral radiation behind the incident shock wave
is measured by three Perkin-Elmer monochromators
(Ref. 6) as shown schematically in Fig. 14. A typical
oscillogram of the radiation intensity from two mono-
chromator channels is presented in Fig. 15. The various
measurements which are made from these traces are
indicated on the figure. For the nonequilibrium region
the following measurements are made: peak intensity,
time to peak (¢,), and time to reach 1.1 times the equi-
librium intensity (¢,.). The nonequilibrium integrated
intensity directed toward a body from a slab of gas of
thickness U, , is also calculated. Equilibrium radiation
intensity is also obtained from a different oscillogram in
which the scope gain is adjusted for improved accuracy
in measuring the trace deflection due to the equilibrium
radiation. An example of a spectrum is given in Fig. 16.

A complete description of the total radiation gage has
been presented previously (Ref. 6).
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PROPULSION DIVISION

VIIl. Solid Propellant Engineering

A. Low-Pressure Unstable
Combustion Analysis
L. Strand

1. Mechanism of Low-Pressure Combustion
Extinction

In Ref. 1 the solid rocket characteristic chamber length
L*, equal to the ratio of the motor chamber free volume
to the nozzle throat area, was shown to correlate with
the mean critical chamber pressure p., for conditional
combustion stability for a given solid propellant. The
following expression was derived:

. [4 aCy RT,(T,.)C,] - W

Matg

where (,)., is the critical rocket chamber relaxation time
constant non-dimensionalized by 4 «/7, and the other
terms are defined in Table 1. According to the model
presented, at or below the pressure ., a random pressure

perturbation would be reinforced by the combustion
mechanism, resulting in oscillatory combustion of increas-
ing amplitude. Over the pressure region of instability the
bracketed terms can be treated as constant, Therefore, for
a given propellant a log-log plot of L* versus p., should
be a straight line with slope equal to —2n.

In the experimental investigation of low-pressure com-
bustion limits of several JPL solid propellants (Ref. 2),
it was found that the mean chamber pressure prior to ex-
tinction of combustion was correlated by the L* param-
eter value at extinction on a log-log plot. In a majority
of the 3-in. internal diameter test motor firings, low-
frequency pressure oscillations could be detected on the
recorder pressure trace occurring prior to extinction. This
led to the belief that these low-frequency oscillations in
pressure are a manifestation of the combustion instability
which results in extinguishment of combustion (Ref. 3).

The mechanism of extinction that precludes further

combustion from being possible as the chamber pressure
decreases for a regressive burning solid propellant grain

87

NIRRT

[



JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

Table 1. Definition of terms

A, burning area
A, port area
A, nozzle throat area
a constant in de Saint-Robert’s Law
C,, C. parameters defined in Eq. (27)
Cp, discharge coeflicient
¢, propellant constant pressure specific heat
f heat flux to propellant surface
G port mass velocity
g gravitation constant
k propellant thermal conductivity
L distance along grain
L* characteristic chamber length
M gaseous molecular weight
n pressure exponent in de Saint-Robert’s Law
p pressure
p. chamber pressure at combustion
extinction
p* critical chamber pressure defined by
Eq. (36)
Q heat of gasification (positive value
endothermic)
q pre-heat energy
R universal gas constant
r burning rate
r, burning rate defined in Eq. (25)
r. erosive burning rate component
T, linear burning rate component
T temperature
T; flame temperature
T, initial propellant temperature
T, surface temperature
t time
V  chamber volume
x dimension normal to propellant surface
a thermal diffusivity
B,y constants defined in Eq. (43)
p propellant density
r thermal characteristic time
r» chamber relaxation time,
nondimensionalized by 4a/r*
Superscript
- steady state
Subscripts
cr critical
s surface
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is not clearly understood. The postulated triggering mech-
anism for low-frequency instability, the lag in propellant
burning rate response (due to the solid-phase thermal
gradient) to a random pressure perturbation, seems un-
likely because it can be shown that there should be no
transient burning rate response to the very low-frequency
pressure oscillations (Ref. 4). Also, from Ref. 2 test

" motors fired under the same conditions would extinguish

at approximately the same mean chamber pressure and
L*, but for some of the tests little or no combustion
instability could be observed on the oscillograph pres-
sure traces prior to extinction. In a paper by G. von Elbe
(Ref. 5), a model for non-steady combustion during a
change in heat flux to the propellant surface and a cri-
terion for combustion extinction are postulated that ap-
pear applicable to the extinction of the regressively burn-
ing propellant charges motor fired at JPL. The following
is a brief summary of this model and an extension of the
theory into a familiar form.

2. Non-Steady Combustion Model

The model consists of a stationary propellant burning
surface with reactants being transported from their initial
temperature T, to the surface temperature T,, undergoing
gasification, and reacting in the flame zone above the pro-
pellant surface, the heat of gasification being neglected
in this analysis. The propellant regression rate r is as-
sumed to adjust immediately to any change in heat flux
to the propellant surface.

Fig, 1 illustrates how the combustion model adjusts to
a reduction in heat flux to the propellant surface from
f to f-df due, in this analysis, to a reduction in chamber
pressure. The integrated energy per unit surface area

X
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Fig. 1. Model for non-steady solid propellant
combustion
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under the propellant solid phase thermal gradient is
called the pre-heat energy and is designated g. In terms of
the model, g can be pictured as the energy necessary to
raise the propellant reactants’ temperature from ambient
temperature T, to the gasification temperature T,. A de-
crease in heat flux to the propellant surface results in
two changes: (1) the temperature at the reference plane
(x = 0) drops below T,, so that the reference plane
moves forward to the T, position on the new tempera-
ture gradient; and (2) a portion d(q) of the heat g
stored in the propellant is conducted across the old tem-
perature gradient and establishes a new gradient of lower
slope. Let f be the instantaneous heat flux and 7 the instan-
taneous burning rate during a period of change. Then, in a
time interval dt, fdt heat per unit surface area flows by
conduction into the propellant surface and fdt-dg energy
is convected back to the propellant surface by the propel-
lant reactants. This latter energy consists of the energy
¢ p (Ts — T,) rdt plus ¢, p (Ty — T,) d(Ax), where
d(Ax) is the distance of movement of the x,-surface.

Putting in equation form,

csp(Ts — To) [rdt + d(ax)] = fdt — dq @y
or

Cop(Ts —To) (r + d(ax)/dt) = f —dq/dt  (3)

In Ref. 5 the rate of change of heat flux is considered
to be sufficiently slow so that the time of adjustment of
the temperature gradient (the thermal relaxation time)
dr is small compared to the time for heat flux to change
from f to f-df. Therefore, equations for steady-state com-
bustion were employed in obtaining time derivatives of
the various parameters by differentiating these equations
with respect to f and multiplying the derivatives by the
rate of change of heat flux df/dt. These steady-state
equations are derived below for completeness.

3. Equations for Steady-State Combustion

At any distance below the propellant grain surface a
heat balance yields

Cp{T — T,)r = kdT/dx (4)

At the propellant surface, but in the solid phase,
cpp(Te — T,)r = k(dT/dx) 1-o
=f ()

1 All equations in this article with a Footnote 1 appear in Ref. 5.
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To define a Ax,
___T3 — T" — d_T 1
Ax ( dx ) =0 )
then
_ Tu - To
A= AT 1o @)

Substituting Eq. (5) into Eq. (7),

_ k _«a .
Ax_c,,pr—7 (8)

From Fig. 2 and the definition of the pre-heat g,

dg = c,p(T — T,) dx (o)
Inserting Eq. (4),
k dT
dg = 75 dx
_k
= dar (10)

Integrating Eq. (10) along the solid-phase temperature
profile,

fdq = kfr' dT
r T,
k
q= 7 Ty —T,) (11)

Combining Egs. (8) and (11),

g =pcp (T, — T.) ax (12

The widely used characteristic time r is defined by

T — = —= (13)

During the time r the quantity of heat +f crosses the grain
surface. From Eqs. (5) and (13)

2

k
Tf = Epp_recl)p (Ta - To) r
_k .
= (.~ T)
Then, from Eq. (11),
f=q (14)!
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The product fq gives
fq = f
From Eq, (5) and Eq. (13)
for = cppk(Ts = Tof (13)!

which is a constant.

4. Non-Steady Combustion Ballistics Equations
Returning to the non-steady problem, differentiating
Eq. (12) with respect to time gives
cop(Ts — To) d(ax)/dt = dq/dt
Incorporating in Eq. (3),
Cop(Ts — To)r=f— 2dq/dt (16)

Quoting Ref. 5, “When f = 2 dq/dt, r is zero. This
means that the gasification of the propellant material
ceases and the zone of chemical reaction disappears.
When f < 2 dq/dt, the surface temperature drops below
T,” In other words, extinction occurs when the decreas-
ing heat flux to the propellant surface is not able to
maintain the propellant gasifying rate plus the solid-phase
pre-heat energy rate of increase.

From Eq. (14),
d _ df , ds

ar a1 (17)
Differentiating Eq. (15) with respect to time,
df , pdr _
r(2f)a+f Tr =0 (18)
Eliminating df/dt by combining Eqgs. (17) and (18),
dq _ dr .
2@ (19)
Substituting Eq. (19) into Eq. (16),
dr
cpp(Ts—Ta)r=f(1—75 (20
Rewriting Eq. (15).
r= c—"ff-’—k (T, — T.)
Differentiating with respect to time,
dr _ _26pk (T, — T,) 4f (21)

dat e dt
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Considering only the change of flux with pressure,

df _ of dp 1
dt ~ op dt (22)

or Eq. (21) becomes
dt f (T, = To) ?p dt (23)

Inserting in Eq. (20),
erp(Ty — To)r f[l+ 22X (T, T dt]
(24)

As a major simplification, von Elbe assigns to the heat
flux existing at any instance a steady-state burning rate r,
so that

cop(Te = To)ri = f

and
of _ _ ory .
ap - OrP (Ts — To) 3 (25)
Substituting in Eq. (24),
(1421 endp .
r_rl(1+c,,pr§ P dt) (26)

This equation gives the dependence of the burning rate

on dp/dt.

The ballistic equation describing the rate of pressure
change in a rocket motor is:

dp _ (AvpRT,\_ _ (A:CoRT,
dr VM vMmg )P

=Cir—C.p 2mn
where
_ Ay p RT,
¢ = VM
and
C. — A.CpRT;
: VMg

By inserting Eq. (26) for r in Eq. (27), a complete bal-
listic equation is obtained that includes the dependence
of ron dp/dt. Thus,

£1_2= C11’1~Czp
& oL
Cop 12 0p

(28)'
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Substituting Eq. (28) for dp/dt in Eq. (26),
[y 1o/ Cn=Cep
r—r1[1+cpp . ap(l_c % 1 %)] (29)

Yeop 12 P
5. Extinction of Combustion

Returning to extinction criterion, extinction occurs
when the regression or gasification rate equals zero. Set-
ting the right side of Eq. (29) equal to zero,

2k _1_% Cin _Cz'Pe —
1+CFP7? ap<1_c_2_k.lai) 0 (30

. —
Cop 1] 0P

When dp/dt is zero, the burning becomes its steady-
state value 7. As the transition in heat flux (rate of pres-
sure change) occurs more and more slowly, r, approaches
the steady-state value 7. This approximation is used in
Ref. 5. Also, de Saint-Robert’s Law for the linear burning
rate, 7, = ap", is used for 7, neglecting the erosive burn-
ing rate component, so that 9r./9p in Eq. (30) equals

of,/0p = anp" .

Making these substitutions in Eq. (30) and simplifying,

20nC, 20nC,
aﬁ‘:-{-l a2’-)5ﬂ _
1+ ~ TanC. 0 (31)
aﬁ:u

where P, is the quasi-steady-state chamber pressure at
combustion extinction. Multiplying through by the de-
nominator and cancelling like terms, Eq. (31) becomes

2anC,
b= e

1— 2anC, =0 (32)
aﬁ:ﬂ

For Eq. (32) to be true the numerator must equal zero or

2(17]!02
7B

=1 (33)

Substituting for C, from the definition in Eq. (27),

2an RT]A;CD
a*p» VMg

=1 (34)
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Letting V/A, equal L* and rearranging Eq. (34),

2aC,RT;n\ -

* — —— -n

L ( Ma2g )p02
4aCoRTH(n/2) T = o

For a given propellant burning in its low-pressure re-
gion the bracketed term in Eq. (35) can be treated as a
constant, and Eq. (35) predicts a straight line correlation
of L* and p. on a log-log plot. Comparing Egs. (1) and
(35), it can be seen that aside from (r,). being replaced
by n/2, they are identical. For JPL-534 propellant, n/2 is
greater than the value of (r,)c,, calculated in Ref. 1 by
approximately a factor of 2.

6. Low-Pressure Limit for Stable Combustion

Eq. (35) can also be obtained from the non-steady-
state ballistic Eq. (28). Setting r, = F = ap" as previously
given, Eq. (28) becomes

dp _ C.ap—C.p
T 2%kn (36)"
1-C ——
c,pap

Again quoting Ref. 5, as § becomes small .. . the de-
nominator in Eq. (36) becomes small because the nega-
tive term in the denominator is an inverse function of
pressure, and at the critical pressure p* = (C, 2kn/
pC,a)/* the denominator becomes zero and dp/dt be-
comes ‘infinite’.” Near or below p*, according to von Elbe
(Ref. 5), “the pressure-generating term of the ballistic
equation . . . tends to ‘run away’ and more or less violent
oscillations result. This instability condition is generally
known as ‘chuffing’ or ‘hang-fire’...”

Setting dp/dt = 0 and cancelling like terms in the
ballistic Eq. (27) yields the steady-state conditions at
equilibrium,

Cul_)Ar

Aprp — =0 (37)
Again setting ¥ =a p",
Abaﬁ"p - ——CUpAt =0
g
or
C n1-n
Asap — "Aé” —0 (38)
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Solving for A,/A,,
Ay _ Cp = _
— = = pi-n 39
A~ ag? (39)

Substituting for C, in the expression for the critical
pressure p*, raising both sides of the expression to the
1 + n power, and rearranging terms,

_Z _ 2anpRT; _*—(1+n)
AT Ma P (40)

Taking the product of Eqs. (39) and (40), where
Eq. (39) now expresses the A,/A, condition at the crit-
ical pressure p*,

lﬁ — (Q(IanTf> (&) ﬁ*-(lﬂl) ﬁ*l—n

Ay A, Ma apg
or
V _ oy _ [26CoRT/n _ on
. =L* = [ M(lzg P (41)

It would appear, since Egs. (35) and (41) are identical,
that the critical pressure for solid rocket motor low-
pressure combustion extinction is also the theoretical
limiting chamber pressure for stable combustion for a
given propellant and L*. Restating the criterion for ex-
tinction of combustion, extinction occurs when f<

2 dq/dt.

From Eqs. (19), (23), and (25) for a negative dp/dt,

949 _ 2KT, = T,) or, | dp
dt r? op | dt

_ 2kn(T, — T) _ .. |dp|
P

o a

= watf = p* since

%=

At the critical pressure p* the rate of heat flux f to the
propellant surface must be infinite to maintain combus-
tion, and therefore the limiting pressure for stable com-
bustion is indeed the pressure at which combustion ex-
tinction must occur. This agrees with experimental obser-
vations (Ref. 2) which indicated that attempts to ignite
motors under atmospheric conditions where the steady-
state chamber pressures would be below their extinction
pressures resulted in misfires, hangfires, or a chuffing
form of burning. There is, therefore, an answer to the
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question — why does combustion cease in a nozzled
rocket motor when the same propellant will continue to
burn at much lower pressures in a strand burner? The
answer is: Combustion will cease in a nozzled rocket
motor and continue in a strand burner for the same rea-
son that chuffing will occur when an attempt is made to
burn the propellant in the motor at chamber pressures
below the extinction pressure, whereas no chuffing will
occur in the strand burner at these pressures.

7. Estimation of Possible Errors in Analysis

Finally, an estimation has been made of the possible
errors in the results of this analysis brought about by
some of the simplifying assumptions made. The first
assumption was that the heat of gasification Q could be
neglected compared to the sensible heat ¢,(T, — T,) in
order to simplify mathematics. For JPL-534 propellant,
Q = 140 cal/g (Ref. 1) and ¢, (T, — T,) = 179 cal/g
from a calculation made using thermophysical properties
given in Ref. 1. If the two quantities were equal in mag-
nitude, the bracketed term in the L*, {5, expression, Eq.
(35), and the L*, p* expression, Eq. (41), would each
be increased by a factor of 3/2.

In this analysis the erosive component of the total
burning rate was neglected and only the pressure de-
pendent linear component considered. In Ref. 6 the fol-
lowing expression for the solid propellant erosive burn-
ing rate has been derived:

Te =y G"*/L** exp [ Bo(f, + re)/G] (43)

where y contains the propellant gaseous heat capacity,
viscosity, and Prandt] number and is approximately con-
stant for solid propellants, 8 is a proportionality constant
for a given propellant type, L is the distance along the
grain to the point where r, is being computed, and G is
the rocket port mass velocity. From Eq. (43) it is seen
that r, will increase with increasing distance along the
grain, due to mass addition increasing the mass velocity,
and decrease with increasing linear burning rate.

The small cylindrical propellant grains used in the low-
pressure unstable combustion studies (2%-in. diameter X
4- to 4%-in. length) resulted in low port mass velocities
and therefore probably low erosive velocity components.
A sample calculation of the erosive burning rate compo-
nent at the nozzle end of the lateral propellant surface
just prior to combustion extinction is given for a typical
test firing using JPL-534 propellant. The mass velocity
at this point is approximated by the calculated total
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steady-state mass flow rate divided by the port area, and
the erosive burning rate component is neglected in the
exponential term of Eq. (42), both approximations in-
creasing the calculated r.. The modified form of Eq. (43)
is

f)e AtCD

o=y (T) JLo% exp (BF, pAn/Pe ACo)  (44)

The values used in Eq. (43) are:

y = 0.24 in.?*/1b%® sec®? (Ref. 6)

p=10 (Ref. 6)
Cp = 6.7 X 10°* 1/sec (Ref. 1)

p = 0.0625 lb/in.3

7, = 0.094 in./sec (Ref. 2)

Run 1379 extinction data:
B = 32.11b/in.?

A, = 0.706 in.?
A, = 444int
L =416in

The calculated r, equals 0.0025 in./sec, the total burn-
ing rate

r="7,+r.
= 0.094 in./sec + 0.0025 in./sec
= 0.096 in./sec
and
r/7 = 2.6%

It therefore appears that neglecting the erosive burning
rate component was a valid assumption for small test
motors in a theoretical analysis of low-pressure unstable
combustion.

B. Contoured Nozzle Materials
and Fabrication Techniques
R. L. Bailey
A contoured nozzle was designed to evaluate the effect
on motor performance and compare this performance

with previous motor tests that utilized nozzles with an
18-deg exit cone half angle. A submerged nozzle design

JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

was used in order to get a direct comparison of similar
expansion cone performance.

Based on previous material tests from another program,
a carbon cloth—silica cloth phenolic resin combination was
used for fabrication. The carbon cloth used was a U.S.
Polymeric Chemical Co. material designated as FM-5024.
This material had a 35 = 5% modified phenolic resin sys-
tem. The silica cloth used was a U.S. Polymeric Chemical
Co. material designated FM-5027A and had a 30 += 3%
unmodified phenolic resin system. The materials were
applied to a mandrel in a straight, or warped, tape form.

Fig. 2 presents the nozzle design used for fabrication.
Since the nozzle was to be tape wrapped to net internal
diameter dimensions, a contoured mandrel was required.
This mandrel was machined from a steel casting, and
then chrome plated to the required internal diameter
nozzle dimensions. The mandrel contour was inspected
and checked to a plastic template. The nozzle exit diam-
eter was required to have a concentricity of 0.005 in. to
the nozzle centerline. The mandrel exit diameter had a
concentricity of 0.0005 in., at room temperature, to the
nozzle centerline. The mandrel was fabricated so that
the nozzle, after wrapping, could be hydroclaved for
maximum material density.

Previous tape-wrapped nozzle material tests indicated
a tendency for the layers of material to delaminate on
cooldown after firing, due to a short bond line (% in.)
between the tape layers. Therefore, a new technique in
wrapping was adopted. In order to keep a maximum bond
line between the layers of tape, the wrapping angle to
the nozzle centerline was varied as the tape progressed
from the throat area to the exit area. As shown by Fig. 2,
the wrapping angle varied from 0 deg (parallel to the
nozzle centerline) in the throat region, to 10 deg through
the middle portion of the exit core, and back to 0 deg
towards the end of the exit core.

Two nozzles were fabricated by CTL-Division of
Studebaker Corporation. These nozzles were hydrotested
to 500 psi to check the attachment joint of the steel ring
to the nozzle body. The nozzles were also radiographic-
ally inspected to insure that there were no voids, porous
areas, foreign material, tape delaminations, or wrinkles
in the nozzle bodies. The only machining required on
the internal surface of the nozzle was in the throat region
in order to bond the graphite throat insert. The nozzles
were inspected dimensionally; the more pertinent results
are listed in Table 2. Fig. 3 presents a view of one of the
fabricated nozzles.
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Fig. 2. Contoured nozzle design

The motors utilized for the tests were the same as
those used to test 18-deg exit cone half angle nozzles.
These motors had a polyurethane-ammonium perchlorate
16% aluminum solid propellant, and provided a 20-sec
burning time. Both motors were fired successfully in the
altitude facility at the JPL Edwards Test Station. Fig. 4
shows a typical test setup in the altitude test chamber.

Table 2. Contoured nozzle dimensions

The motor performance agreed favorably with previous
motor tests of 18-deg nozzle cone configurations, which
had the same throat diameter, exit diameter (e = 35),
and were tested on similar motors in the same altitude
facility. The contoured nozzle performance, as expected,
agreed within 0.5% of the 18-deg conical nozzle per-
formance.

Actual dimensions, in.

Required
Region .
dimensions, in. $N-1 SN-2

Throaot diameter 1.750 * 0.001 1.7510 1.7501
Throat concentricity 0.005 to nozzle CL 0.00013 0.00010

Exit contour radius 46.560 *+ 0.010 Checked to template Checked fo template
Exit diameter 10.354 = 0.010 10.355 10.357

Exit concentricity 0.005 to nozzle CL 0.0035 0.0020

94

[l 101

e

my oy



JPL. SPACE PROGRAMS SUMMARY NO. 37-26, VOL.. IV

The nozzles performed very well in that there was no
delamination of tape, negligible cone erosion, and no
gouging or tearing of material. The nozzles were in-
spected after firing; the results are shown in Table 3.

Table 3. Contour nozzle firing results

Dimension before Dimension after
Reglon firing, in. firing, in.
SN-1 SN-2 SN-1 SN-2
Throat diameter 1.7510 1.7501 1.766 1.7555
Throat concentricity 0.00013 0.00010 0.004 0.001
Exit diameter 10.355 10.357 10.311 10.313
Exit concentricity 0.0035 0.0020 0.011 0.006

The nozzles were sectioned in order to inspect the
charring pattern. The char depth was very similar to
18-deg cone firings of similar materials. It was very
uniform with no excessive charring occurring in any one
location due to the contour. Fig. 5 shows one of the sec-
tioned nozzles.

Fig. 3. Contoured nozzle after fabrication

!

Fig. 5. Sectioned contoured nozzle showing
Fig. 4. Contoured nozzle test setup charring pattern
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C. Nozzle Materials Evaluation
Program
R. L. Bailey

A materials evaluation program was initiated to test
various materials suitable for use with solid propellant
rocket motors. This is a continuing program that has the
following objectives:

(1) The evaluation of materials for nozzle and motor
insulation applications.

(2) The development of material fabrication and qual-
ity control procedures,

(3) To provide support for research and motor de-
velopment programs.

The materials were tested on motors that were loaded
with a polyurethane-ammonium perchlorate propellant
with 16% aluminum giving a flame temperature of ap-
proximately 6000°R. The motor burning time was, or
could be, varied from 1 to 75 sec.

0.5 in.
FLOW —————
- - - 2.6 in
R S
MOTOR: END BURNER WEIGHT FLOW: 05 Ib/sec
Fig. 6. Molded nozzle for material evaluation
STEEL CASE
—.— /
X
/[T
3000- o500~ 1 _ -
in.D in.D
REFRACTORY
INSERT
N
N
\ c o 3
/

MOTOR: END BURNER WEIGHT FLOW: 0.5 Ib/sec

Fig. 7. Nozzle configuration for testing
refractory throat inserts
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Table 4. Typical plastic material composition data

. Phenolic resin Cloth Specific

Type weight, 1% material® gravity
FM-5049 50 Carbon cloth 1.44

wheat grains

MX-3555 27-31 Chopped silica 1.89
FM-5020 28 Chopped silica 1.70
MX-4551 40 Chopped graphite 1.42
FM-5014 34 Chopped graphite 1.42
SL-401 50 Macerated carbon 1.40.

aFM: U.S. Polymeric Chemicals, Inc.

MX: Fiberite Corporation

SL: Thermal Materials, Inc.

bChopped: cloth is cut into V3 X 1h-in. squares

Wheat grain: cloth is cut into smail particles which resemble grains of wheat
Macerated: cloth is cut into many short fiber lengths, 4 to %-in. long

The type of materials evaluated were plastics, metals,
ceramics, refractories, and elastomerics. These materials
were tested in nozzle configurations shown in Figs. 2!, 6,
and 7. Table 4 presents the results of the materials tested
to date.

1. Plastic Materials

The plastic materials were first tested in the configura-
tion shown in Fig. 6. Then the more successful ones were
tested in the configuration shown in Fig. 7, or Fig. 2L
The materials were molded in (1) fiber-oriented configura-
tions, or (2) random fiber orientation as obtained with
macerated, chopped, or bulk fiber form; then they were
tested. Table 4 shows the composition of some typical
plastic materials used in the evaluation. As shown by
Table 5 the carbon-cloth material exhibited the lowest
throat erosion rate, while the silica-cloth material exhibited
the lowest char rate. The lowest erosion rate was obtained
with carbon cloth molded in the macerated form.

In an attempt to show the variation of erosion rate with
burning time, four macerated carbon-cloth nozzles were
molded to the Fig. 6 configuration. These nozzles were
tested with the same propellant and chamber pressure
but the burning times were varied from 1 to 27 sec. The
data obtained (Fig. 8) indicated that the nozzle throat
contracted for a period of time before any erosion oc-

curred.

2. Refractory Materials

The refractory materials were tested as nozzle throats
in the configurations shown by Figs. 2 and 7. Of all the

1See p. 94, preceding article.
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Table 5. Results for nozzles tested with
aluminized propellant

Initial . Throat® .
o throat Initial Bu.rning erosion Typical
Material® diameter, pressure,| time, rate, char rate,
in. psia sec mils/sec mils/sec
Molded Plastic
Silica
MX-3555 0.500 230 22 11.76 2.33
MX-1344-67 1.500 500 5.3 29.00 8.33
REPCO-200 0.499 230 28 8.32 3.33
FM-5048 0.499 230 34 8.80 5.14
MX-3581 0.500 200 30 10.13 —_—
AT-1 0.498 200 24 10.15 3.84
FM-5020 0.499 200 29 8.35 —_—
Graphite
MX-4551 0.500 230 17 14.20 11.11
FM-5014 0.499 200 28 1.89 8.51
REPCO-400 0.499 230 20 2.80 —
Carbon
FM-5049 0.499 200 25 2.48 13.71
5L-401 0.500 200 | 45 0.30 7.1
SL-406 0.500 200 29 0.56 JE—
S51-407 0.499 200 29 0. N
SL-437 0.500 200 26 0.08 9.00
S1-401 0.500 200 47 0.30 R
Tope 90°~C.L.
SL-401 1.082 1000 6.3 2.0 14.28
Tape 90°~C.L.
SL-431 1.382 500 [ 4.0 —_—
SL-401 1.750 250 19.5 1.0 7.61
max,
Solid Graphite
Pyro-graphite
(H.T.M.) 0.349 400 37 0.028 —_—
ITA 1.750 250 19.5 0.0¢ —
max.
Graph-i-tite "'G" 1.750 250 19.5 0.06 —
max.
HLM-B85 0.435 300 27 <0.001 [
Refractory
Ti-BN 0.524 200 46 <{0.001 _
cAll the plastic materials tested utilized a phenolic resin system.
bREPCO: Reinhold Engineering and Plastic Company
MX: Fiberite Corporation
FM: U.S. Polymeric Chemicals, Inc.
AT-1: Aerothermal, Inc.
SL: Thermal Materials, Inc.
HLM: Great Lokes Carbon Company
H.T.M.: High Temperature Materials
ZTA: National Carbon Company
G": Graphite Specialties Corporation
cErasion rate is based on the throat diameter.

throat materials tested the pyro-graphite exhibited the
lowest erosion rate. A Ti-BN (titanium-boron-nitride)
system, although it had a thick coating (0.030 in.) after
firing, showed excellent capability as a heat sink material,
and exhibited negligible erosion. All the bulk graphite
tested had a comparable density of approximately
1.88 g/cm?.
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Fig. 8. Variation of nozzle throat diameter
with burning time

D. Sterilization of Solid
Propellants
L. C. Montgomery

As indicated in Ref. 7 a chemical system for sterilizing
a rocket motor has been developed. However, chemical
sterilization methods have not progressed to the point of
being acceptable for sterilizing the entire spacecraft.
Therefore, JPL has turned to heat sterilization as a means
of meeting sterility standards. To meet the requirements
of heat sterilization an investigation of “off the shelf”
propellant systems has been started.

The initial steps in this investigation began with in-
quiries to all solid propellant manufacturers in the United
States indicating the criteria for heat sterilization and
the other desired characteristics for such a propellant.
These are given here in descending order of importance:

(1) The propellant must have high temperature sta-
bility and retain acceptable physical and ballistic
properties and have high reliability after three heat
sterilization cycles of 145°C for 36 hr in a sealed
container.

(2) The propellant must be capable of being ignited in
a vacuum after sterilization and six months of stor-
age of the propellant.

(3) The propellant must retain its physical and ballistic
characteristics for six months storage after steri-
lization.
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(4) The exhaust products must be as free as possible
from solid products.

(5) Physical properties must be such as to allow manu-
facture of a motor having high reliability.

(6) The specific impulse of the propellant is not a chief
concern since the present investigation is concerned
with propulsion units on the order of 5 1b.

In response to JPL inquiries, request for proposals,
purchase orders, etc., six companies and one government
agency have indicated that one of their propellants
should satisfy the above requirements. Four of these
propellants have been subjected to the initial phase of
screening tests, two more have recently been received,
and one not yet supplied.

B

The initial test performed or to be performed on the
candidate propellants is the exposing of the propellant
to the three sterilization temperature cycles and observ-
ing physical changes that occur. This was done by
placing samples % X % X 4 in. long cantilevered from
one end, as shown in Fig. 9, into small “disposable”
ovens constructed by JPL for this purpose. Then records
and photographs are made to indicate physical changes
that occur.

Results of the first series of tests are shown in Figs. 9a
through 9d. All of these propellants, except that shown
in Fig. 9d, have undergone the full three cycles of 36 hr
at 145°C. Initial indications are that one propellant is
unchanged by sterilization; two propellants show some
change in physical appearance but may still be ac-
ceptable in particular motor configurations. The fourth
propellant melted in the oven during the first cycle.

Fig. 9. Results of heat sterilization tests on various solid propellants
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Screening tests will be continued on the surviving pro-
pellants and those just received.

Further screening tests will consist of determining the
effect of sterilizing in inert atmospheres, sterilizing of
physical test specimens with different amounts of exposed
surfaces, and physical dimension changes in a large block
of propellants.

For the propellant candidates that survive the screen-
ing tests further evaluation will be made through more
precise physical tests, ballistic tests, ignition tests, tests of
space environment effects, tests of the effects of exposure
to chemical sterilization gases, and storage and aging
tests.

E. One-Dimensional Analysis of
Gas-Particle Flow in Solid
Propellant Rocket Motors

C. F. Robillard

1. Introduction

The traditional thermodynamic rocket performance
calculation programs assume isentropic expansion of the
products of combustion. If the combustion products con-
tain a condensed phase, such as Al,O,, the assumption
of an isentropic expansion requires, among other things,
that the condensed particles be in velocity and tempera-
ture equilibrium with the gas.

For propellants which yield condensed phases in the
combustion products, a more realistic performance calcu-
lation requires a step-wise numerical solution of the
differential equations governing gas velocity, particle
velocity, gas temperature, and particle temperature along
the nozzle. The first such set of general, one-dimensional
gas-particle flow equations was published by Kliegel
(Ref. 8). An IBM 7094 program based on these equations
has been developed at JPL to provide a fluid dynamic
estimate of propellant performance as a function of:

(1) Weight fraction of condensed phase in the exhaust, a.

(2) Particle radius r, and density m,.

JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

(3) Nozzle design and expansion ratio:
(a) Entrance angle 6 and exit angle ¢.
(b) Nozzle throat diameter D, and radius of curva-
ture R,.

(4) Chamber pressure P..

(5) Gas thermodynamic properties.

These parameters were systematically varied, as indi-
cated in Table 6, to examine their effect on performance
efficiency.

2. Computer Program

A complete description of the fluid dynamic (See Foot-
note 1, following page) performance calculation program
will be given in a separate report. The most important
assumptions are the following conventions:

(1) The particles occupy negligible volume, and exert
no pressure.

(2) The chemical composition of the gas is frozen.

Table 6. Range of variables

Composition and aluminum content

Propellant Wt % ammonium Wt % Wt %

designation perchlorate binder Al
AI5AC 76 19 5
AISAA 69 19 12
AIS5AD 61 19 20

Chamber pressure: 100, 500, 1000 psi.
Radivs of aluminum oxide particles: 0.5, 1.0, 1.5, 2.0, 3.0, and 4.0 u.
Density of aluminum oxide particles: 3.5 and 4 g/cm®.

Nozzle geometry {maximum ¢ == 100)

Entrance Exit Throat Throat radiuvs
Nozzle angle 4, angle ¢, diameter Dy, | of curvature R;,
designation deg deg in. in.
11 30 15 0.5 0.5
12 30 15 0.5 1.5
15 30 30 0.5 0.5
1 30 15 1.24 1.24
13 30 15 6.0 6.0
16 30 15 6.0 3.0
18 80 30 6.0 3.0
19 30 15 1.24 9.92

Only conical nozzles with constant radii of curvature were considered.
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(3) Condensation of additional particles during expan-
sion is not permitted. Therefore, the weight frac-
tion of particles, a, is constant along the nozzle.

(4) Particle solidification is permitted.

(5) The particles are spherical and of uniform temper-
ature.

(6) The particles transfer energy to the gas through
convection and this is the only mechanism by
which the particle temperature decreases.

(7) The particle is accelerated as a result of drag forces
between the particle and the moving gas.

The first four assumptions above are also embodied in
the thermodynamic' program calculation of frozen flow
performance.

3. Quadlitative Results from the Fluid Dynamic
Performance Calculation Program

a. Summary. The ratio of the fluid dynamic! c* or I,,
to its thermodynamic! counterpart c*° or Iy, is a measure
of the calculated performance loss due to velocity and
thermal lag of condensed particles in the gas. This ratio
is termed the two-phase-flow efficiency.

Qualitatively, the I, efficiency at any epsilon € and
the c* efficiency decrease as:

(1) The weight fraction of Al,O;, a, increases.
(2) The particle radius r, increases.
(3) The throat diameter D, decreases.
(4) The chamber pressure P, decreases.
(5) The exit angle ¢ increases (I, only).
(6) The particle density m, increases.

(7) The nozzle radius of curvature at the throat R, de-
creases.

(8) The entrance angle 6 increases.

'Fluid dynamic refers to the step-wise numerical solution of the
one-dimensional two-phase flow equations. Thermodynamic refers
to the path-independent solution obtained by assuming the expan-
sion to be isentropic.
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I efficiency may increase and/or decrease with in-
creasing epsilon e.

The above parameters have been listed in approxi-
mately decreasing order of maximum effect on efficiency,
based on the range of values considered, e.g., the maxi-
mum change in efliciency due to varying particle radii
from 0 to 4 x was greater than the maximum change in
efficiency due to varying the entrance angle from 30 to
80 deg, the chamber pressure from 1000 to 100 psi, or
the particle density from 3.5 to 4.0 g/cm?®. Actually, the
magnitude of the efliciency decrease associated with
varying any one parameter is very much a function of
the other parameter values, and the magnitude increases
as the other parameter values become less favorable. For
example, the decrease in efficiency due to increasing the
particle radius from 1 to 2 p is larger at D, = 0.5 in.
than at D, = 4 in,, or larger at P. = 100 psi than at
P, = 1000 psi.

Many of the calculations have been performed using
two drag laws, denoted by A and B. Qualitatively, the
results are the same. Quantitatively, Drag Law B is gen-
erally less favorable. Using the results of the IBM 7094
calculations for Drag Law A, a simplified set of empirical
equations have been obtained which reproduce ¢* and
Iac (€ =1 to 40) values from the 7094 calculations with
a maximum error of 1% in I,.. or ¢* and a mean error
of about 0.5%. The next few sections discuss observa-
tions which led to combining or eliminating some vari-
ables and hence to the empirical equations.

b. The effect of wt% Al,O, (a). For a homologous
series of propellants?, the two-phase flow efficiency (Eff)
was found to decrease almost linearly with increasing a,
that is:

Eff=1—ka

This relationship had been discovered empirically by
Ingham (Ref. 9) from a perusal of motor firing data.

For a homologous series of propellants, the slope k is
not independent of a; however, it is remarkably insensi-
tive, as shown in Figs. 10 and 11. The discrepancies at
€ = 20 are apparently associated with particle freezing

*For this particular series of propellants, the binder content was
held constant and aluminum was substituted for ammonjum per-
chlorate. The basic criteria for an homologous series of propellants
is discussed later.
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and they dampen out further down the nozzle. Note that
the relationship is most accurate when the slope k used
is that of the maximum value of o; that is, for a given
error in k, the corresponding error in efficiency decreases
as a decreases. The obvious advantage of the relationship
is that the analytical study can be confined to one value
(the maximum value) of a.

The slope k is then a function of:

(1) Particle radius r, and density m,.
(2) Nozzle geometry and epsilon e.
(3) Chamber pressure P..

(4) Gas thermodynamic properties.

Note also that the value of k for c* Eff is not the same
as the corresponding value of k for I,.. Eff at € =1.
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While c* is dependent only on the fluid properties at the
throat, I,,, represents the integrated properties all along
the nozzle path. The ¢* Eff is lower than the I,.. Eff at
€ = 1 because the velocity lag is continually increasing
(V,/V, is decreasing) from the nozzle entrance to the
throat.

c. The influence of the gas thermodynamic properties.
The limiting values of k are:
k=0 forr,=0 (orr,>0,D,— )

k=Aforr,—»w (orr,>0,D,=0)

so that
* _ _ C¥(r >}
¢ Eff(r,,—)w) =1— Aa= T
and
Iyp (r>0)
Imc Eff(rp—)w) =1—Aa= —Io—'
8p

Conceptually, I and c* Eff (- 3«) correspond to the case
where all of the condensed particles are left behind in the
motor chamber. Therefore, A is a function of the gas
thermodynamic properties alone, and it varies only with
chamber pressure and epsilon for any given propellant.

For the homologous series of propellants investigated,
the slope A showed the same lack of sensitivity to a as
did k. This observation, together with the confirming
observation that, for plots of k versus r, or k versus D,,
k approached the same asymptotic value (namely A), indi-
cated that close-to-equal values of A are the basic criteria
for an homologous series of propellants. In other words,
the two-phase flow efficiency decreases almost linearly
with increasing « for a series of propellants exhibiting
close-to-equal values of A.

Because k increases and efficiency decreases with
increasing A, propellants with low values of A (high per-
formance of the gas at r,— o) should exhibit higher
efficiencies, all other parameters being the same.

d. The effect of AL,O, particle radius and density. Par-
ticle size analysis of AL,O; collected from motor firings
show particle-size distributions which appear to vary with
motor firing conditions and motor size. The calculation of
effective particle size from a particle-size distribution is
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discussed later. The range of particle sizes considered
here includes all the effective particle sizes reported to
date but not the maximum size particles in all distributions,
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Even for AL,O, particles of uniform cross section (no
shells), there is some uncertainty in the density of both
liquid and solid phases at high temperatures. This uncer-
tainty is reflected in the range of densities considered.

Sample plots of I,,c and c* as a function of the m,r,
product are shown in Fig. 12. Within the range of particle
radii and densities considered, percentage variations in
m, and r, are almost interchangeable; that is, for maxi-
mum errors in efficiency of about 0.3%, I,,. and c* are
constant for values of the m,r, product. More precisely,
however, a given percentage increase in m, lowers I,
and c* less than does the same percentage increase in m,.

e. The effect of nozzle geometry.

Geometry of the nozzles employed. Only conical,
converging-diverging nozzles with throats of constant
radius of curvature were considered in this study. Their
geometry is shown in Fig. 13. The initial radius (r,) was
constrained to a value of 1.9 D,

Effect of entrance angle. Only one large entrance
angle (80 deg for Nozzle 18) was used in this series of
calculations. Calculations performed prior to this series
indicated that the effects on Iec and c* of varying the
entrance angle from 30 to 80 deg were small (less than
0.5%) and nearly independent of throat diameter. The
small change in performance for the large change in
entrance angle can be explained by observing that the
foreshortening occurred in the nozzle region of low ac-
celeration.

[

b
P —
190,
R, #,
¢

e

N

"

Xy

Fig. 13. Nozzle geometry
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A nozzle geometry function for ¢*. It was found that
the total effect of nozzle geometry on c* Eff could be
combined in a single nozzle geometry function, to wit, the
epsilon value €, at an arbitrary and equal A, from the
throat. Following is the derivation of €, as a function of
R,, D,, and A;:

Ry
[
O, l + ij'L }.-D, —» x
1
*r
D;
€ = ==
D}
D, _ w Di
g = (&)=
e+ 2L+ (R — ax) =R, + - = R, + .
R, + —D2_‘ — (Rf — Axﬁ)‘”
()" = D,
2
__ 2R, ;
= D‘ + 1-_._(32 _sz)/ﬁ

50 (o)

Note that the nozzle geometry function has been de-
fined as [(e,)” — 1]/2 rather than ¢, itself. The restriction
on Ax is that Ax be less than the minimum value of R..
For these calculations, Ax was taken to be 0.4 in.

Fig. 14 shows the nozzle geometry function versus a
slope function (Ak/A—k) where

c* Eff = 1—ka
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and A is the slope k at r, — 0. For the three propellants
shown in Table 6, the value of the slope A for c¢* Eff is
0.609. Also shown on the right-hand side of Fig. 14 is
the c* Eff scale corresponding to the slope function scale
for A = 0.609. For only a small error in c* Eff, the slopes
of the geometry function curves can be considered inde-
pendent of particle radius. However, the slopes and in-
tercepts of these curves are pressure dependent.

4. Calculation of Effective Particle Size from
a Particle-Size Distribution

Particle-size analysis of ALO, collected from motor
firings shows particle-size distributions which appear to
vary with motor firing conditions and motor size. It is
possible to perform fluid dynamic performance calcula-
tions for a given distribution of particle radii rather than
a single particle radius. However, there is a very large
number of possible distributions involving a compara-
tively small number of particle radii, and it would be
preferable to perform the calculations for a range of
single particle radii and then to calculate an effective
average particle radius for each distribution.

The derivation of the equation for calculating the
effective average particle radius from a particle size dis-
tribution follows:

av
(M — )%

g

dA _ w,, MW, V, 3pg deCD, (Vo — Vi) xp
A w,g. RT, Vi Toi

+ .u'),, MWg 3 Py dx 2 CDi (Vg - Vpi)z Xpi
w,g.JC, T,8m, i
_ tb,, ZWW,, 3dx 2 hp], (Tp. - xm (1)
wg Cg Tg mp rpl, pi
Z A= Zx,“ — V) Coi _ (V, __‘7_’))2 C, @
Vi Toi vV, 7,

E B = pri (Vy _r Yﬂi)z Coi — Vy *;—711)2 C_U (3)
b4 P

Let

12 s, ~ 12 p,
—_— . Cp=—L— (4
pg (Vg — Vi) 1y ° @)

C i = —
? Py (Va — V)7
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Then

4=
S8

From Egs. 2 and 3,

— V124, 124
‘—7,, Py 1-': Py

Expi (Ve — Vi)
Vpi 1':‘

_ V= V)12p, 124 zxm (Ve — Vi)
2.
pi

P ;,2, Po

™M
=}

M
o

Rearranging Eq. 2,

- _ (V= V) Co
? V,ZA

JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. 1V

From Eqgs. 4,7, and 8,

B
(5) (Vﬂ b)) A) 12 g
iy
ZAp,
) TA
From Egs. 5, 6, and 9,
2 Xpi AV
r2V
— pi "¢
(7) ’_' _ Xpi AV
? Vﬂ" Tpi
Ex,,,- AV
2V,
(8

where AV =V, — V.

Table 7. Calculation of effective particle radius (Nozzle 1, P, = 1000, € = 9.79)

(9)

(10)

Effective average particle radius from Eq. {10)
Ipi, . AV = xpi AV Y= ==
x; r \'4 14 X, \'4 —_—
= " r b ’ o Ve—Vyi o s xpi AV, V, Xps AV, Vi
- 0.2 0.5 0.25 8241 8087 154 30.8 123.2 14.95 X 107 15.23 X 10°*
0.3 1.0 1.0 8109 7701 408 122.4 122.4 15.09 15.89
0.2 1.5 2,25 8169 7401 761 152.2 67.64 8.280 9.139
0.1 2.0 4.0 B233 7082 115 115.1 28.77 3.494 4.062
0.1 3.0 9.0 8352 6527 1825 182.5 20.28 2.428 3.107
0.1 4.0 16.0 8422 6130 2292 229.2 14,32 1.700 2,336
TY=4594 X 107" ZZ = 49.76 X 107
P — 1 —(2Y/22) 1 — (45.94/49.76) _ 0.0768 _
» zv = TBoeax 100 4seaxaior o
From Eq. {10), r, — 1.30.
Particle radius corresponding to the wt average I,p Weight average particle radius
Ipi Xp¢ Irac Xpi Ivac Xpi r’;:’ Xpi Pyt
0.50 0.2 277.7 55.54
1.0 0.3 271.5 86.45 0.2 0.5 0.10
- 1.5 0.2 267.7 53.54 0.3 1.0 0.30
- 2.0 0.1 264.5 26.45 0.2 1.5 0.30
3.0 0.1 260.0 26.00 ; 2.0 0.20
40 0.1 256.5 25.65 0. : :
— 0.1 3.0 0.30
Z xpi lrae = 268.63 ] 40 0.40
= wt average L. 0. : —_—
From wt average I,,, Tp = 1.38. Sxpirpi = p = 1.60

[T I ——
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Eq. (1) is used in the program for calculating the gas
velocity. This equation was used as a starting point be-
cause it contains all the terms used in the program which
involve particle radius. Eq. (4), the simplified equation
for drag coefficient, is a fair approximation of the drag
law for P, = 1000 used in the program at the time these
calculations were made. Eq. (10) indicates that the effec-
tive particle radius, 7,, may well be a function of all the
parameters which affect I, efficiency; that is, for a given
particle size distribution, there is no single value of effec-
tive average particle radius, but many values.

A sample calculation of effective average particle
radius from Eq. (10) is shown in Table 7. Also shown

in Table 7 are the weight-average particle radius and
the particle radius which corresponds to the weight aver-
age I,,. These three particle radii are compared again
in Table 8 for several particle-size distributions. The
weight-average particle radius is always significantly
larger than the other two.

The effective average particle radius from Eq. (10) and
the particle radius corresponding to the weight average
1, are close enough to suggest that the I, for any par-
ticle size distribution is (or is close to) the corresponding
weight average I,;. The small discrepancy which exists

probably is due to the drag law approximation leading
to Eq. (10).

Table 8. Summary of effective particle size
calculations

Particle size
distribution
€ = AIA:

Iy Xpi
0.5 0.1 }
1.0 0.2
1.5 0.3 9.79
2.0 0.2 [
3.0 0.1
4.0 0.1 |
0.5 0.1 )
1.0 0.2
1.5 0.3 20.09
2.0 0.2 [
3.0 0.1
4.0 0.1 |
0.5 0.2 )
1.0 0.3
1.5 0.2 9.79
2.0 01 [
3.0 0.1
4.0 0.1 |
0.5 0.4 }
1.0 0.3
1.5 o1 | 9.79
2.0 0.1
3.0 0.05
4.0 0.05
0.5 0.1 ]
1.0 0.1
1.5 0.1 9.79
2.0 02 [
3.0 0.3
4.0 0.2 |

o, B
Wt average
From From wt .
particle

Eq. (10} |average ., size

1.54 1.62 1.80

1.49 1.53 1.80

1.30 1.38 1.60

0.98 1.01 1.20

1.97 213 2.40
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IX. Polymer Research

A. The F’* NMR of Oxypropyl
Trifluoroacetates'
S. L. Monatt, J. D. Ingham, N. S. Rapp, and D. D. Lawson

The molecular structure of polyoxyalkylene glycols can
profoundly affect the processing and stability of polyure-
thanes prepared from them. Of immediate concern are
the effects on chemical properties resulting from differ-
ent types of end groups, e.g., whether they are primary
or secondary hydroxyl, and any effects of differences in
stereocisomerism.

Recent work (Ref. 1) has shown that, because of the
large number of electrons associated with the F*® nucleus,
chemical shifts between trifluoroacetates of primary and
secondary hydroxyls are of the order of 10-15 cps, with
the primary trifluoroacetates at lower field. Correspond-
ing shifts in the proton magnetic resonances between
primary and secondary acetates are observed; however,
these are only 1-8 cps. Therefore, F*® nuclear magnetic

Joint contribution with the Chemistry Section, Space Sciences
Division,

ios

resonance (NMR) is being used to establish the structure
of terminal hydroxyls in polyoxypropylene glycol (PPG).

1. F"” Results for Trifluoroacetates of PPG-425,
PPG-2000, and PPG-900 Terminated with
One Hydroxyl

The F*®* NMR spectra of the trifluoroacetates of both
PPG-425 and PPG-2000 show the presence of little or
no primary hydroxyl. However, the resonance at high
magnetic field, which is attributed to secondary hydroxyl,
shows a doublet structure. The high field member of the
doublet is of slightly greater intensity than that at low
field and the difference in relative intensity of these
doublets is greater for PPG-425 than for PPG-2000. Since
no other perturbation appears likely, the doublet indi-
cates two different types of secondary hydroxyl in PPG.
We felt that a polyoxypropylene glycol with one end
capped with an alkoxy group should provide some infor-
mation on the origin of this nonequivalence. Therefore,
propylene oxide was polymerized by initiation with
sodium n-propoxide and gave a polyoxypropylene of
number-average molecular weight 900 with a propoxyl
group at one end and a secondary hydroxyl group at

e o

i
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Fig. 1. F'® NMR spectra of the trifluoroacetate
of polyoxypropyl alcohol

the opposite end of each chain. The F'* NMR of the
trifluoroacetate of this polymer was a doublet with a
chemical shift for secondary trifluoroacetate and with
each member of equal intensity, thus indicating approxi-
mately equal numbers of molecules with each kind of
secondary hydroxyl (Fig. 1).

2. Discussion of F'* NMR Results

In order to account for two types of secondary hydroxyl
in PPG, two tentative explanations have been proposed
(Ref. 1). The first is a difference in positional isomerism
of methyl group of the propoxy unit adjacent to the ter-
minal unit, that is, Structures I and II:

(I)H (|3H3 (l)H CH,
CH,CHCH,OCH.CHO ~ CH;;CHCHZOAIHCH20~
I I1
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Alternatively, there could be a difference in stereo-
isomerism of the adjacent asymmetric carbons of the
two propoxy umnits at the chain ends:

Structures I and II imply that the mechanism of poly-
merization is the origin of the observed nonequivalence
of the secondary trifluoroacetate groups via the follow-
ing reaction steps:

s A DU O
CHs(’JHCH2 + CH;CHCH,> CH;CHCH,OCH,CHO~

A%

/\
CH,CHCH, _
+ TERMINATION
OH CH, CH, CH,

| l
CH;CHCH.OCH,CHO CHzéHOCHz(!JHOH
e —— T ———— R S

I I
VI

If the initiating anion used is from a monofunctional
alcohol RO~ instead of CH,CHOHCH,O~, only end
groups of Type II should be formed. Because the mono-
functional initiator gave a doublet, either the above
mechanism is incorrect or the doublet arises because of a
difference in stereoisomerism of the end groups. How-
ever, any alternative mechanism that would give both
End Groups I or IT on different molecules when mono-
functionally initiated does not seem reasonable. From
existing evidence then, it appears that the doublet is
produced by differences in the chemical shifts of the
trifluoroacetates of Structures III and IV. Further investi-
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gation will include F** NMR measurements on com-
pounds of known stereochemical configuration to
unequivocally prove or disprove this tentative conclusion.

B. Isolation, Identification, and
Synthesis of Dipropylene Glycol
Isomers Il. 2,4-Dimethyl-3-
Oxapentane-1,5 Diol
D. D. Lawson

In Ref. 2 the chemical characterization of 4-oxaheptane-
2,6 diol (disecondary dipropylene glycol) was reported.
As a continuing effort the synthesis, isolation, and physi-
cal properties of the 24-dimethyl-3-oxapentane-1,5-diol

(diprimary dipropylene glycol) have been carried out.
In particular, the preparation of the diastereomers and

configuration relative to dilactic acid have been deter-
mined along with an alternate synthesis of the diprimary
dipropylene glycols. The gas-liquid partition chromatog-
raphy (GLPC) data over a temperature range on a
Carbowax 20M column and the separation of the di-
astereomers is also noted.

In connection with the study of lactic acid metabo-
lism, Pierre Vieles and coworkers (Ref. 3) prepared a
large number of derivatives of dilactic acid (I) and deter-
mined their configurations relative to lactic acid. In the
case of diethyl dilactate (II) prepared from the sodium
salt of ethyl lactate and ethyl a-bromopropionate, the
ratio of dl pairs to meso form was five to one. The dilac-
tate esters were separated by careful fractional distilla-
tion to obtain the lower boiling dl form. The meso ester
remained in the residue and was further purified by
preparative gas chromatography. To determine which
ester represents the meso and which the dl form, the
diamide (IIT) was prepared by heating the appropriate
ester (obtained from preparative GLPC) with ammonia
in a sealed tube. On reduction of either dl or meso
diethyl dilactate (II) to the diprimary glycol (IV) with

0
CH3CHCH,CI CH3CHgOC2H5
OH CH3CHg—-OH Br
S
CH4CHC—OH OH (Na)
0 CHzCHEOC ,Hs
0
CHaCHCH,CI
0 pas
CH3(I:HCH2CI o
CHaCHCH,OH _ CH3(I:Hg0CzH5
0 bars 0 o
CH3CHCH,0H CH3CHCOCH
0
q
CH3CHCHL0CCH3
i 0
CH3CHCHZOGCH, CH3CHCHZOg©N02 CH,CHPZ—NHZ
© <|> p (:3 m
CH3CHC—NH,

|
CH3CHCHZO%~© NO,
pand 0

Fig. 2. Synthetic scheme for 2,4-dimethyl-3-oxapentane-1,5-diol
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Table 1. Properties of diastereomers of 2,4-dimethyl- 3-oxapentane-1,5-diol and related substances

Boiling Index of . Carbon, % Hydrogen, % Nitrogen or chlorine, %
Melting . A Density Molecular
Compound oint. °C point, refraction i, °Q) formula Calcu- Calcu- Calcu=- p
point, °C/mm it, °C) lated Found lated Found lated Foun
IV 2,4.dimethyl-3-oxapentane-
1,5-diol
(d 87/0.15 1.4426 (25) CsH1404 53.71 53.52 10.52 9.90
1.4322 {60)
{meso) 1.4356 (25) 53.46 10.61
Y 1,5-bis (p-nitrobenzoyloxy}-2,4-
dimethyl-3-oxapentane
{dh 141-2 CaoH20N2Os | 55.55 55.57 4.66 4.59 6.48 (N) | 6.34 (N)
{meso) 115-6 55.06 4.61 6.63
Il 2,4-dicarbethoxy-3-oxapentane
{dh) 118-120/20| 1.4143(28.1) | 1.023 (28.1/25) | CioH1sOs 55.03 55.01 8.31 8.20
{meso) 1.4193 (28.1) 54.79 8.35
1l 2,4-dicarbamyl-3-oxapentane
dl) 182.3 CeH1203N; 44.99 45.08 7.55 7.95 17.49 (N) |17.53 (N)
(meso) 133-4 45,76 7.84 17.92
Vil bis-(2-chloroisopropyl)-ether 181/731 1.4472 (20) |1.111 (20/25) CsH3:OCl: 42.12 42.19 7.07 7.25 41.45 (Cl) | 4096 (CH)
89-90/28
YHI 1,5-diacetoxy-2,4-dimethyl- 118/9 1.4243 (20) | 1.041 (20/25) CoHu Oy 55.03 54.98 8.31 8.40
3-oxapentane

il

R e ——
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lithium aluminum hydride and dry diethyl ether no ap-
parent epimerization occurs. The course of the reduction
was verified by GLPC, using a Carbowax 20M column
which can easily separate the esters or glycols. The bis-p-
nitrobenzoate derivatives (V) of the glycols were pre-
pared by heating p-nitrobenzoyl chloride with either the
meso or dl form of IV and then recrystallizing the di-
esters from ethanol. It is apparent from the melting
points of the bis-p-nitrobenzoates that Britton and Sexton
(Ref. 4) prepared only the d1-2,4-dimethyl-3-oxapentane-
1,5 diol (IV).

An alternate synthesis of IV is to heat in an autoclave
the bis-(2-chloroisopropyl)-ether (VII) with potassium ace-
tate and acetic acid as a solvent to give the diacetate
(VIII) in good yield. The dichloro-ether was readily ob-
tained by dehydration of 1-chloropropanol-2 (VI) with
sulfuric acid. The 2-chloropropanol-1 will not yield an
ether under similar conditions (Ref. 5). An ester inter-
change between methanol and VIII, or saponification
with barium hydroxide, gave a mixture of the diastere-
omers of IV, which then could be separated by prepara-
tive GLPC. Table 1 lists the physical characteristics and
analytical data for the above compounds. Fig. 2 shows

the synthetic scheme and structure of the materials. In
Fig. 3 a plot is given of the specific retention volume
(Vg™®) of the dl and meso forms of 2,4 dimethyl-3-
oxapentane-1,5 diol versus 1/T with propylene glycol
being included as a reference.

Further work on dipropylene glycol will be directed
toward the isolation, identification, and synthesis of
2-methyl-3-oxahexane-1,5 diol (primary-secondary dipro-
pylene glycol).

C. Structure of Poly-9-Vinyl-
Anthracene
A. Rembaum and A. Henry

1. Introduction

In a previous report (Ref. 6) evidence was presented
which indicated that 9-vinylanthracene (VA) does not
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Fig. 3. Specific retention volume vs reciprocal temperature for glycols
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polymerize in the conventional way by 1,2 addition and
that chain extension proceeds across the middle anthra-
cene ring, ie, by 1,6 addition leading to 1,1-diphenyl-
ethylene (DPE) type of structures. Only low molecular
weight polymers could be obtained and the number-
average molecular weight of poly-9-vinylanthracene
(PVA) was found to be of the order 1500-2000. These
results were recently confirmed by independent research
workers (Ref. 7).

From further investigations the following significant
facts emerged:

(1) Fractionation of PVA by means of column chroma-
tography permits the isolation of a polymer fraction,
the molecular weight of which is of the order

of 5000.

(2) Additional evidence based on spectroscopic results,
as well as on the reaction between PVA and maleic
anhydride, leaves little doubt that the previous

JPL SPACE PROGRAMS SUMMARY NO. 37-26, VOL. IV

were previously described (Ref. 8). Additional data on
this polymerization system where the initiator was re-
placed by butyllithium are shown in Table 2.

Table 3. Fractionation of PVA

Extinction
. Weigh . » coefficient
Fraction eight % M3 M, at 258 mu
lg' em™
1 35.50 1050 850 202
2 18.55 1700 1450 170
3 38.20 3300 2800 189
4 3.98 4200 — 124
5 3.77 5300 - 141
100.00
SNumber average molecvlar welight determined by means of a Machrolab
osmometer,
¥ Number average lecular welght determined by ebulllometry,

Table 4. Fractionation of PVA®

postulate of 1,6-addition polymerization was correct.
A comparison of results obtained by three different Extinction
. . . . coefficient
analytical methods yielded a quantitative estimate Fraction Weight % M, ot 258 mu
of the concentration of anthracene rings in the g em?
olymer.
polym 1 27.0 800 210
2 34.1 2400 150
3 9.9 2540 120
4 28.9 4500 13
2. Results 5 0.1 5800 140
a. Polymerization. The experimental techniques for 100.0
the polymerization under hlgh vacuum and determination <Original M, (number average molecular weight: 1800,
of polymer yields using sodium naphthalene initiator
Table 2. Polymerization of VA by means of butyllithium
Extinction
Butyllithium, VA, Temperature, Time, Yield, Molecular coefficient
moles/1 moles/ 1 °c hr weight % weight® at 258 my,
g™ em™
8 X107 0.4 —80 2 17.7 1750 122
8 X 10" 0.4 0 2 28.0 — 140
8 X 107 0.4 50 2 79.4 2370 180
8 X 107 0.4 100 2 73.7 1650 185
5 X 107 2.5 100 5 99.8 1100 198
1.6 X 107 0.8 100 5 85.8 1300 170
0.6 X 107 0.3 100 5 56.2 1350 167
1.6 X 107 0.4 50 2 85.0 1800 181
2 X 107 0.4 50 2 87.7 1350 185
4% 107 0.4 50 2 94.5 1080 18